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Abstract: Objectives of this study are to evaluate the performance of different satellite-derived
bathymetry (SDB) empirical models developed for multispectral satellite mission applications and
to propose an uncertainty model based on inferential statistics. The study site is the Arcachon Bay
inlet (France). A dataset composed of 450,837 echosounder data points and 89 Sentinel-2 A/B and
Landsat-8 images acquired from 2013 to 2020, is generated to test and validate SDB and uncertainty
models for various contrasting optical conditions. Results show that water column optical properties
are characterized by a high spatio-temporal variability controlled by hydrodynamics and seasonal
conditions. The best performance and highest robustness are found for the cluster-based approach
using a green band log-linear regression model. A total of 80 satellite images can be exploited to
calibrate SDB models, providing average values of root mean square error and maximum bathymetry
of 0.53 m and 7.3 m, respectively. The uncertainty model, developed to extrapolate information
beyond the calibration dataset, is based on a multi-scene approach. The sensitivity of the model to
the optical variability not explained by the calibration dataset is demonstrated but represents a risk
of error of less than 5%. Finally, the uncertainty model applied to a diachronic analysis definitively
demonstrates the interest in SDB maps for a better understanding of morphodynamic evolutions of
large-scale and complex coastal systems.

Keywords: satellite-derived bathymetry; uncertainty; coastal; morphodynamics; multispectral;
empirical model; cluster-based approach; Sentinel-2; Landsat-8

1. Introduction

Coastal areas are major socio-ecological interfaces dramatically exposed to climate
change and anthropogenic pressures [1,2]. Implementing effective climate change adap-
tation and disaster risk reduction policies requires correctly anticipating the response of
coastal environments to long-term forcing factors and to the increase in intensity and
frequency of hydrometeorological hazards. However, this remains a major challenge,
particularly for morphodynamics models addressing multi-scale approaches [3]. For imme-
diate needs, improving coastal impact model prediction involves systematic monitoring
of coastal zones based on both space-based and in situ observation systems [4,5]. The
availability of time-referenced bathymetry data with the appropriate temporal and spa-
tial resolution is still greatly lacking [6] and appears to be a major key to the progress of
morphodynamic models [7].

A major obstacle to the availability of accurate large-scale bathymetric data is the
high cost (in terms of acquisition and/or post-treatment) associated with conventional
observation systems, i.e., echo sounders on ships and LiDAR on aircraft. As a result,
and due to constantly enhanced instrument features, radar [8] and optical [9] satellite
imagery is expected to be a key complementary tool for generating bathymetry maps in the
coming years. Two distinct approaches are used to retrieve Satellite-Derived Bathymetry
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(SDB). The wave-based inversion exploits the relationship between water depth and surface
gravity wave speeds and directions [10]. The radiative signal-based inversion exploits
the relationship between water depth and water-leaving radiance for optically shallow
waters [11]. Although the light propagation in the water column along the surface-bottom-
surface path is limited by the diffuse attenuation coefficient of irradiance [12,13], this
second approach is often the only alternative for environments controlled by wave and
tidal current energy. In these mixed energy environments, the Doppler effect can negatively
affect SDB accuracy of the wave-based inversion method [14].

Radiative signal-based inversion models were initially proposed in the late 1970s [15]
and then reformulated in the 1990s [12,13]. Based on these formulations, many empiri-
cal [16] and physics-based algorithms [17,18] were developed over the past two decades.
For physics-based algorithms, field data are not required, potentially ensuring repro-
ducibility over space and time. However, their performances are strongly impacted by
environmental noise and various sources of error performed on the water-leaving sig-
nal [19]. Empirical algorithms require a training dataset composed of sounding points in
order to statistically calibrate the inversion model. These approaches are site- and time-
dependent. Moreover, their accuracy depends on the spatial heterogeneity of substrate and
water column optical properties. To overcome these limitations, empirical approaches are
now associated with machine learning and multi-temporal techniques [20,21]. However,
in most cases, regardless of approach, SDB suffers from a lack of precise quantification of
uncertainty, limiting the massive scientific and operational exploitation of this product.

Uncertainty can be defined as a statistical parameter “characterizing the range of
values within which the true value of a measurement is expected to lie as defined within
a particular confidence level” [22]. Its accurate quantification remains a major issue for
most ocean color products [23]. For SDB applications, uncertainty is depth-dependent and
requires expressing it as a function of depth. However, in the scientific literature, metrics
used to describe the SDB uncertainty are most often computed for all data without differ-
entiating between the specific ranges of depth. Furthermore, the impact of extrapolating
models beyond the domain of the calibration dataset on uncertainty is rarely addressed
despite being a major issue due to often incomplete spatial data coverage [20]. Finally,
the uncertainty associated with SDB is essential information for data interpretation, and,
therefore, must be quantified when analyzing and interpreting bathymetric changes.

Objectives of this study are, therefore, to evaluate the performance and robustness
of well-established SDB empirical models and to propose and validate an uncertainty
model based on inferential statistics, and using a multi-scene approach for a mixed energy
coastal environment.

2. Materials and Methods
2.1. Study Area

The Arcachon Bay is a semi-enclosed lagoon of approximately 180 km2 located in SW
France (44◦40′ N, 1◦10′ W) (Figure 1). The lagoon is connected to the Atlantic Ocean through
a 10 km large tidal inlet, which disrupts the southerly longshore drift of the 110 km-long
stretches of sandy coast. The inlet is a mixed energy environment [24], subject to meso-
to macro-tidal conditions. The tidal range varies approximately from 1.5 m during neap
tide conditions to 5 m during spring tide conditions [25]. The wave climate is energetic
and strongly seasonally modulated with a monthly-averaged significant wave height Hs
(peak wave period Tp), ranging from 1.1 m (8.5 s) in July with a dominant west-northwest
direction to 2.4 m (13 s) in January with a dominant west direction [26]. Extreme wave
conditions with the 100-year return Hs picking at 11.5 m [27] were observed during winter,
where the significant wave height annually exceeds 6 m during storm events. The inlet
was composed of 3 main subtidal morphological units, i.e., the spit platform, the Ebb-tidal
delta, and the Flood-tidal delta, connected to a 9 m-deep northern channel and a 11 m-deep
southern channel. Their morphology changes dynamically on timescales from months to
years and decades [28,29].
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Figure 1. The Arcachon Bay inlet located south of the Gironde estuary at the end of the 110 km-long
linear Gironde sandy coast (SW France). The three main morphological units of the study area are
the spit platform connected to the Cap Ferret sand spit, the edd-tidal, and the flood-tidal deltas.

Optical properties of seawater along the Arcachon inlet change with hydrodynamics
and seasonal conditions. They were mainly controlled by the suspended particulate and
colored dissolved organic matters coming from the ocean, lagoon, or adjacent coasts. The
particulate organic matter (POM) was mainly dominated by phytoplankton (89% on aver-
age) and a non-negligible contribution of anthropogenic (6%) and river (5%) sources [30].
The seasonal variability of total suspended particulate matter (SPM) was controlled by
river discharges and biological and hydro-sedimentary processes [31]. Over the period
2010–2020, the mean annual values of the concentration of SPM, chlorophyll-a (Chl),
and particulate organic carbon to nitrogen ratio (C/N ratio, proxy of the origin of POM)
were 4.95 ± 4.78 mg/L, 1.86 ± 0.79 µg/L, and 8.21 ± 20.13 mol/mol, respectively, at the
station Bouée 13 located north of the inlet (statistics extracted from the data set of the
French Coastal Monitoring Network SOMLIT). Maximum values of Chl (2.42 ± 1.33 µg/L)
were observed in spring due to phytoplankton blooms, while maximum values of SPM
(7.90 ± 7.32 mg/L) were recorded in winter due to resuspension processes. These condi-
tions generated mildly to moderately turbid seawaters. The satellite-derived vertically
averaged diffuse attenuation coefficient for downwelling irradiance (Kd) at 545 nm ranges
from 0.32 to 0.79 m−1, with a mean value of 0.52 m−1 [11]. The bottom substrate of optically
shallow waters, defined as seawater surfaces where the bottom significantly affects the re-
mote sensing reflectance Rrs, was uniformly covered by medium quartz sand characterized
by a cross-section ranging from 200 to 400 µm [28,32].

2.2. Ground Reference Bathymetry Data

Echo sound bathymetric data of the Arcachon Bay inlet were collected every year from
April to October by the Direction Départementale des Territoires et de la Mer (DDTM) and
the Syndicat Intercommunal du Bassin d’Arcachon (SIBA). These surveys were mainly
carried out for the monitoring of navigation channels and the repositioning of navigation
buoys; thus, bathymetric data generally covered only part of the study site. Due to the
large lateral extent (almost 10 km from North to South), strong tidal currents and energetic
waves, and shallow water areas (spit platform, inter-channels banks), the Arcachon inlet
was a very challenging site to survey with conventional tools, which explained the lack
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of complete synchronous coverage. A comprehensive dataset of 450,837 echo sound data
points collected between 2013 and 2020 was used in this study (Table 1). Echo sound data
were acquired with an Odom Hydrotrac single-beam echosounder co-located with a Leica
DGPS during low or high tide slack. The observed depths were then corrected for roll,
pitch, yaw, GPS latency, and theoretical tide computed at the Arcachon-Eyrac reference
tide gauge at the time of acquisition. Finally, the bathymetry (noted, Zsitu), which was
associated with the corrected depth reduced within the appropriate vertical datum, was
obtained after the correction of the local chart datum of the Lowest Astronomical Tide
(LAT). Accuracy on Zsitu was assumed to be within 0.2 m.

Table 1. Date, location (ED: Ebb tidal Delta; FD: Flood tidal Delta; SP: Cap Ferret sand Spit Platform;
CO: Coastal Ocean; CH: Channel), number of echo sound data points, and the minimum, maximum
and median values of Zsitu, associated with the different bathymetric surveys.

Date Location Number
of Points Zmin (m) Zmax (m) Zmedian (m)

15 October 2013 CH 2231 1.1 17.5 5.6
27 November 2013 ED; CH 5716 0.0 18.1 5.0

18 March 2014 ED; CH 155,077 0.0 19.7 5.4
16 April 2014 FD; CH; CO 40,620 0.0 25.5 6.4
28 May 2014 SP; CH 4727 0.0 21.1 4.0

23 September 2014 ED 3750 0.0 16.4 5.9

19 March 2015 ED 5266 0.0 17.3 5.5
15 April 2015 FD; SP; CO 102,422 0.2 24.4 8.1

25 September 2015 ED; CO 11,552 0.0 18.4 5.1
13 October 2015 ED 9406 0.0 20.3 3.7

22 March 2016 ED; CH 5960 0.0 19.0 6.1
15 May 2016 SP 2986 0.0 25.5 5.1

11 April 2017 ED; CH 3856 0.0 17.0 5.9
23 June 2017 FD; CH; CO 8804 0.0 22.0 6.6

20 September 2017 ED; SP 7283 0.0 18.3 4.5
15 November 2017 SP 8348 0.0 18.8 3.1

25 April 2018 ED 4446 0.0 16.3 5.6
29 May 2018 FD; CO 9276 0.0 25.2 7.9

08 October 2018 ED; CH; CO 7300 0.0 24.3 5.5
26 November 2018 SP 1988 0.0 18.0 4.6

20 March 2019 CO 2484 0.0 21.6 11.2
19 April 2019 ED; SP 8579 0.0 16.1 4.5
14 May 2019 FD; CH 4874 0.0 25.4 5.1
17 June 2019 FD; CH 3236 0.0 21.3 4.8

16 September 2019 ED; CH 6835 0.0 16.1 4.8

23 March 2020 ED 6669 0.0 16.1 5.0
01 July 2020 FD; CH; CO 4833 0.1 26.1 13.1

01 September 2020 SP 6817 0.0 17.4 2.5
19 October 2020 SP; CO 5496 0.0 25.9 5.1

2.3. Selection and Processing of Landsat-8 and Sentinel-2 Images

The Landsat-8 satellite mission was launched on 11 February 2013 by the National
Aeronautics and Space Administration (NASA). Its payload comprised the Operational
Land Imager (OLI) and the Thermal Infrared Sensor (TIRS). OLI provides enhanced instru-
ment features for aquatic surface observation compared to former Landsat sensors [33].
OLI operates in the visible (VIS), near-infrared (NIR), and shortwave infrared (SWIR)
for 9 spectral bands with a 12-bit radiometric resolution. Its spatial resolution was 30 m
for multispectral images and 15 m for the panchromatic band. Landsat-8 Collection 1
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Level 1 products were downloaded freely on https://earthexplorer.usgs.gov (accessed on
31 March 2022).

Sentinel-2A and 2B were twin polar-orbiting satellite missions launched in June 2015
and March 2017, respectively, by the European Space Agency (ESA). The multispectral
instrument (MSI) mounted on the Sentinel spacecraft was very similar in design and
requirements to OLI [34,35]. MSI acquired data in 13 spectral bands from VIS to SWIR
with a spatial resolution ranging from 10 to 60 m and a radiometric resolution of 12 bit.
Sentinel-2 Level 1C products associated with the T30TXQ tile were downloaded freely from
https://scihub.copernicus.eu/ (accessed on 31 March 2022). OLI and MSI products were
sufficiently consistent to be merged and to provide comprehensive observations for the
monitoring of aquatic systems [36]. The combination of the products of these 3 missions
yielded a global median average revisit interval of 2.9 days since the repeat cycle is 16-days
for Landsat-8 and 5-days for Sentinel-2A/B [37].

SDB requires satellite images with high standards of quality, considerably re-
ducing the number of usable images. The accuracy of SDB retrievals was strongly
impacted by environmental noise caused by atmospheric and ocean surface effects [21].
Before applying atmospheric correction models, a pre-selection of satellite images was
performed based on environmental criteria such as the absence of foam due to break-
ing waves, the absence of clouds that should not cover more than 10% of the images,
and the absence of sun glint. An additional criterion of temporal proximity between
bathymetry surveys and the date of image acquisition was also required, given that
rapid bathymetry changes could be observed along the Arcachon inlet in response
to energetic hydrodynamic conditions. For example, Capo et al. [11] demonstrated
that, on average, sand bars along the Arcachon inlet migrated by about 10 m a month.
Considering the spatial resolution of MSI products, only satellite images acquired
within a 30-day time window of the bathymetry surveys were selected to avoid having
larger bathymetric changes than the spatial resolution of images. Application of these
4 criteria to the 2013–2020 Landsat-8 and to the 2015–2020 Sentinel-2A/B archives
allowed selection of 89 satellite images, among which 49 were Landsat-8 images and
40 were Sentinel-2A/B images (Figure 2a). Most of the images were acquired in Octo-
ber, September, April, and March (Figure 2b), when atmospheric and swell conditions
(Figure 2c) were most suitable for acquiring high-quality images [38] and bathymetric
field data, respectively.

In optically shallow waters, the remote sensing reflectance (Rrs) is a function of
water depth, bottom albedo, and water column optical properties. Extracting Rrs from
the top-of-atmosphere signal recorded by sensors requires accurate and consistent at-
mospheric corrections. In this study, the dark spectrum fitting atmospheric correction
method (DSF), associated with the open access ACOLITE processor, was selected to
process satellite images from Level-1C to Level-2A [39,40]. ACOLITE-DSF demon-
strated high performance in deriving bathymetry from empirical SDB models [41].
This high performance compared to other atmospheric correction algorithms may be
explained by less noisy ACOLITE products due to the assumption of spatially consis-
tent aerosols [41,42]. Landsat-8 and Sentinel-2 A/B images were, therefore, processed
to Rrs using the fixed aerosol optical thickness option for our 20 km × 20 km region
of interest. Due to the large amount of bathymetry and satellite data, the sun glint
correction option was not applied. All pixels contaminated by the sun glint effect
were masked to avoid additional environmental noise for the assessment of the SDB
empirical model performances. Finally, OLI and MSI data were projected on the same
30 m × 30 m grid to enable a joint statistical study to be carried out.

https://earthexplorer.usgs.gov
https://scihub.copernicus.eu/
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2.4. Inter-Comparison of SDB Empirical Model Performance

Three empirical approaches were selected for inter-comparison of performances. While
many SDB empirical models were developed in the literature, the choice of these 3 ap-
proaches was motivated by the fact that they were representative of the 3 main well-
established and emerging algorithm categories. The linear regression model (LRM) using
log-transformed bands or log-transformed band ratios was originally developed by [43]
and [44], and recently revisited by [41] for Sentinel-2A/B applications. The switching
model (SM) [19] and the cluster-based regression model (CBR) [21] can be considered as an
extension of LRM. SM was based on 2 LRM using the Red-Blue (LRM-RB) and Green-Blue
(LRM-GB) log-transformed band ratios. This multi-conditional approach selects the most
sensitive log-transformed band ratio for a predefined water depth range. LRM-RB was
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used for very shallow waters, while LRM-GB was used for deeper regions. CBR segments
the region into different optical classes for which class-specific LRM were calibrated.

In practice, LRM is based on the following formulation:

Zsat = m1X + m0, (1)

where Zsat is the satellite-derived bathymetry (in meters) and X is the log-transformed
band or log-transformed band ratio. The different parameterizations of X used in this study
are log(B), log(G), log(R), log(B)/log(G), and log(R)/log(G), where B, G, and R are Rrs at
the blue, green, and red bands, respectively. m0 and m1 are the coefficients of the linear
regression established between the response variable Zsitu and the explanatory variable X,
retrieved from a least-square approach.

The linear regression models calibrated for each satellite image have a range of appli-
cation bounded by a lower limit (Zmin) and upper limit (Zmax) (Figure 3a,b). To compute
Zmin and Zmax, the entire range of X values was divided into 20 intervals, bins, of equal
sizes comprised between Xmin and Xmax. For each bin, the number of observations (Nbin)
and the standard deviation of Zsitu values (σbin) was computed. When Nbin was lower than
30 or σbin higher than 1 m, observations of the bin were removed. The Nbin value of 30 was
selected to ensure a statistical weight to the regression, while the choice of a 1 m-σbin filter
was performed to remove observations associated with a strong environmental noise that
generated large uncertainty on the Zsitu retrievals. The linear regression model was then
calibrated from filtered observations. Zmin and Zmax were defined as the minimum and
maximum values of Zsat computed from Equation (1).

SM was based on a multi-conditional procedure. In step 1, Zmax and Zmin values
associated with the different parameterizations of X are computed (Figure 3c). In step 2,
the calibration dataset is filtered to remove all values of Zsitu higher than the lowest Zmax
values (noted Zmax-ref). In step 3, the coefficient of determination (r2) of the linear regression
models calibrated for the different parameterizations of X are computed. In step 4, if the r2

value of the parameterization of X associated with Zmax-ref (noted Xref) is higher than all
other X parameterization r2 values, the associated LRM is selected for the range of Zsitu
values comprised between Zmin-ref and Zmax-ref. The calibration dataset is then filtered to
remove all values of Zsitu lower than Zmax-ref. Xref is no longer considered in the procedure
and the algorithm returns to step 2. In the opposite case, the LRM associated with Xref is
not considered and the algorithm returns to step 2.
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Figure 3. Illustration of the satellite-derived bathymetry linear regression (LRM), switching (SM), and
cluster-based regression (CBR) methods for the 10 September 2020 Sentinel-2 cropped image. (a) Data
filtration procedure for the green band. X is the log-transformed green band. Zsitu is the field-reduced
depth (in m). The entire range of X values are divided into 20 bins of equal sizes comprised between
Xmin and Xmin. Nbin and σbin are the number of observations and the standard deviation of Zsitu

values per bins, respectively. When Nbin is lower than 30 or σbin higher than 1 m, observations of
the bin are removed (blue points). The red line is associated with the linear regression model for the
green band (LRM-G) computed from filtered observations (black points). Zmin and Zmax correspond
to the minimum and maximum values of Zsat computed from LRM-G. (b) Comparison between
Zsat derived from LRM-G and Zsitu. (c) Computation of the linear regression model for the red
band (LRM-R), Zmax and switching points (lim−, lim+). (d) Comparison between Zsat derived from
SM using LRM-R and LRM-G and Zsitu. Black points are associated with the smoothing interval.
(e) Example of classification of satellite image pixels into 8 optical classes using a k-means classifier.
(f) Comparison between Zsat derived from CBR and Zsitu. The color of points is associated with the
color of optical classes. (g) Location of Zsitu data points used in this example for calibration of LRM,
SM, and CBR.

If more than one LRM is selected, a procedure of weighting is applied between Zsat
values derived from the shallowest (LRM−) and deepest (LRM+) models to ensure a
smooth transition (Figure 3d). The lower and upper bounds of the smoothing intervals
are lim− = Zmax − σbin and lim+ = Zmax + σbin, respectively, where Zmax and σbin are
computed from the shallowest LRM. The equation of weighting is:

Zsat = α LRM− + (1− α)LRM+, (2)



Remote Sens. 2022, 14, 2350 9 of 24

where
α =

(
lim+ − LRM−

)
/
(
lim+ − lim−

)
. (3)

This procedure for the switching method allows for the switching points (lim−, lim+)
to automatically adapt when the water column optical properties change.

For the CBR method, we selected a k-means clustering algorithm for classifying each
pixel into homogeneous optical classes, as in [21]. These unsupervised learning tech-
niques showed high performance in differentiating between optically contrasted seawater
classes [45,46]. The set of variables used for the classification was composed of B, G, R, and
NIR was Rrs at the near-infrared band. Then, class-specific linear regression models were
calibrated for each optical class using the LRM approach. To cover the optical variability of
the entire study area, we selected a number of 8 optical classes. This number of classes was
based on the assumption that optical conditions were controlled mainly by 3 independent
environmental variables, each taking 2 outcomes, water depth (deep or shallow), sediment
resuspension (yes or no), main origin of water column optical properties (ocean or lagoon),
i.e., 8 possible combinations. The spatial distribution of optical classes varied from one
satellite image to another, depending on hydrological conditions. One example of the
distribution is presented in Figure 3f. It is important to note that pixels assigned to classes
associated with optically deep waters or to classes that do not have enough Zsitu points for
calibration (see the LRM procedure) will be automatically masked (Figure 3e,g).

Four statistical parameters were used to assess and compare the performance of the
LRM, SM, and CBR methodologies applied to the 89 satellite images. The coefficient of
determination (r2), bias (Bias), mean relative absolute difference (MRAD), and root mean
square error (RMSE) were computed from the matchup dataset (DS) composed of Zsitu
and its estimator Zsat. The number of observations (NDS) varies with each pair of satellite
images and field bathymetry dataset. Bias, MRAD, and RMSE are computed as follows:

Bias =
1

NDS ∑NDS

i=1 (Zsat;i − Zsitu;i), (4)

MRAD =
1

NDS

NDS

∑
i=1

|Zsat;i − Zsitu;i|
Zsitu;i

× 100%, (5)

MSE =

√
1

NDS ∑NDS

i=1 (Zsat;i − Zsitu;i)
2. (6)

2.5. Assessment of SDB Uncertainty Using a Multi-Scene Approach

The calibration dataset often only partially covers the study area (Figure 3g). For
pixels associated with areas that were not sampled and were, therefore, not included
within the calibration dataset (here, referred as unsampled pixels), quantification of SDB
uncertainty requires taking into account 2 terms (Figure 4). The first term was associated
with the uncertainty of the SDB regression model. The second term was associated with
the uncertainty generated by the extrapolation of the SDB model beyond the calibration
domain. To estimate these 2 terms, an uncertainty model based on a multi-scene approach
was proposed. We expressed the uncertainty as a positive value and assumed that error
follows a normal distribution.

Combination of Landsat-8 and Sentinel-2 enables to have several image acquisitions
in a 1 month-interval around the bathymetric survey. Assume we have N usable images for
a given bathymetry survey. For each image, an SDB model was calibrated independently of
other SDB models generating N bathymetry maps which can be associated with N random
variables Zsat1, Zsat2, . . . ZsatN. Each variable was then separated into 2 parts comprising
observations associated with the DS-matchup dataset, ZDS

satj, and observations associated

with the NS-unsampled pixels dataset, ZNS
satj.
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The multi-scene approach allows to define a new variable Zsat as:

Zsat =
1
N ∑N

j=1 ZDS
satj. (7)

Quantification of uncertainty associated with the multi-scene model requires char-
acterizing the statistical distribution of errors over DS for different levels of bathymetry.
The entire range of Zsat values were divided into bathymetry intervals of 0.5 m comprised
between the minimum and maximum values. For each 0.5 meter-bin, the error term, εbin,
was computed as:

εbin = Zsat − Zsitu. (8)
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For each bin, the normality of the εbin distribution was tested. If the normality was
rejected, observations associated with the given bin were removed. For the other bins,
the bias, εbin, was computed as the averaged value of εbin, and the uncertainty at the 95%
confidence level associated with the SDB multi-scene model was computed as:

Ubin = 1.96 × σεbin , (9)

where σεbin is the standard deviation of εbin.
Quantification of the uncertainty associated with the extrapolation of the SDB model

beyond the calibration domain was based on the model democracy theory or “one model
one vote” [47]. This theory requires that variables ZNS

sat1, ZNS
sat2, . . . ZNS

satN are reasonably
independent, equally plausible and that the range of model predictions represents the
uncertainty in the prediction. Independence is ensured by hydrodynamic conditions,
which change from one image to another, and which do not allow inference on the spatial
distribution of water column optical properties. The equal plausibility criterion is controlled
by a statistical test on the probability density functions that are supposed to be the same.
The last criterion is controlled by a test of normality for each pixels using the Shapiro–
Wilk normality test. To avoid the problem of a small sample, N should be higher than 5
if possible.

For each observation of ZNS
sat1, ZNS

sat2, . . . ZNS
satN , associated with a given pixel i of the

bathymetry maps, the spread of the ensemble is computed as:

si =
1

N − 1 ∑N
j=1

(
ZNS

satj;i − ZNS
satj;i

)2
. (10)

The uncertainty at the 95% confidence level associated with the true value of ZNS
sat,i and

generated by the extrapolation of the SDB model beyond the calibration is then given by:

UNS
i = tN−1;1−α/2 ×

si√
N

, (11)

where tN−1;1−α/2 is the critical value found from the t-distribution table. N − 1 is the degree
of freedom and α is the level of significance of the test. For a N and α value of 5 and 5%,
respectively, t4;0.975 is 2.776.

Finally, the total vertical uncertainty at the 95% confidence level associated with Zsitu
is computed as:

TVUNS
i = UNS

i + Ubin. (12)

Validation of the uncertainty model was carried out from a dataset composed
of 6 satellite images acquired in an interval of 1 month (S2A, 6 October 2017;_S2A,
11 October 2017;_S2A and L8, 16 October 2017;_L8, 25 October 2017; S2A, 31 Octo-
ber 2017) around a bathymetric survey characterized by one of the greatest spatial
coverages. DS was randomly separated into 2 parts comprising a calibration dataset
(DS-C) and a validation dataset (DS-V), which represented 67% and 33% of the data,
respectively. DS-C allows to compute Ubin, which was used to estimate TVUNS

i for
each observation of DS-V. DS-V allows to compute the error, εDS−V

i , associated with the
SDB multi-scene model for each observation as:

εDS−V
i = ZDS−V

sat,i − ZDS−V
situ . (13)

The uncertainty model was finally evaluated by computing the percentage of
absolute values of εDS−V

i lower than TVUNS
i . To avoid any biais due to the random

extraction of a specific dataset for DS-C and DS-V, an analysis of results was conducted
on 100 random samplings.
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3. Results
3.1. Hydrological Conditions and Spatio-Temporal Variability of Rrs

The dataset encompasses a wide range of hydrodynamic conditions. The number
of images per tidal stage (TS) varies depending on flood (N = 29), ebb (N = 26), low tide
(N = 19), and high tide (N = 15) conditions (Table 2). Tidal range (TR) and tidal level (TL)
data were normally distributed with a mean value of 3.10 ± 0.84 m and 2.16 ± 0.92 m,
respectively. Hs ranged from 0.25 to 2.20 m, with a mean value of 1.14 ± 0.50 m. Results
showed that variables TL and TS (ANOVA p-value of 1.10–11), and Season and Hs (ANOVA
p-value of 0.046) were not independent. However, there was a statistical relationship be-
tween TR and TS (ANOVA p-value < 0.001), which represents a sampling bias with respect
to hydrodynamic conditions. Low tide and flood were mainly associated with high TR val-
ues, while high tide and ebb show on average low TR conditions. TR was also significantly
correlated with TL, with a correlation coefficient value of −0.79 (p-value < 0.001).

Table 2. Descriptive statistics of environmental conditions (TS: Tidal Stage; TL: Tidal Level; TR: Tidal
Range; Hs: significant wave height) associated with the 89 Sentinel-2 and Landsat-8 images.

Season TS TR (m) TL (m) Hs (m)

Sp 20 HT 15 Mean 3.10 Mean 2.16 Mean 1.14
Su 24 LT 19 Sd 0.84 Sd 0.92 Sd 0.50
Fa 32 F 29 Min 1.50 Min 0.03 Min 0.25
Wi 13 E 26 Max 4.80 Max 3.60 Max 2.50

Sp: Spring; Su: Summer; Fa: Fall; Wi: Winter; HT: High Tide; LT: Low Tide; F: Flood; E: Ebb.

A principal component analysis (PCA) using the T-mode and S-mode orientations [48]
was used to characterize the complexity of the spatio-temporal patterns of Rrs in the
Arcachon inlet (Figure 5a). PCA was applied on G maps, as the green band was the most
sensitive band for moderate values of SPM [49]. The S-mode PCA focuses on recurrent
temporal patterns over space. The first principal component (PC1) explained 93.2% of the
total variance. The spatial pattern associated with PC1 exhibited homogenous correlation
values over the entire domain (Figure 5b). Statistical analyses performed between PC1 and
environmental factors showed a significant seasonal influence with an ANOVA p-value
lower than 0.001 (Table 3). The mean loading values for spring, winter, fall, and summer
were 62.8, 40.0, −20.0, and −57.5, respectively. PC1 can be interpreted as describing a
seasonal oscillation with high values of G in spring and winter probably associated with
phytoplankton bloom and sediment resuspension processes, respectively, and low values
in fall and summer.

The T-mode PCA focuses on recurrent spatial patterns over time. Results provide
additional information to analyze more precisely spatial processes controlling the variability
of G. The three first principal components accounted for 27.0%, 14.5%, and 6.9% of the
variance. PC1 displayed an out-of-phase relationship between the G anomalies in the
north and in the south (Figure 5c). A significant negative correlation was found between
the PC1 and TL (p-value < 0.01) and between PC1 and TS (p-value < 0.01) (Table 3). This
indicates that these anomalies of G were mainly controlled by tidal cycles. During low
tide, positive anomalies of G were observed in the south associated with the downstream
migration of turbid water dominated by lagoon optical properties, while negative anomalies
observed during hide tide were correlated to the presence of less turbid oceanic seawater.
PC2 displayed an out-of-phase relationship between the G anomalies on the western and
eastern side of the channel (Figure 5d). TS significantly impacts the PC2 loadings with an
ANOVA p-value lower than 0.05. The averaged loading value associated with the flood
was strongly negative (−20.7), while the averaged loading value of the ebb was strongly
positive (8.6). This indicates that PC2 describes a west-east oscillation of G controlled by the
variation in the tidal current direction. During ebb, a strong west-east gradient of turbidity
can be observed due to resuspension and advection of sediment on the eastern side of the
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channel. During the flood, the gradient was reversed, showing the highest turbidity values
on the western side of the channel.
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Figure 5. (a) Optically deep-water study area (red line) for analysis of the spatio-temporal variability
of Rrs at the green band (noted G) using the 89 Landsat-8 and Sentinel-2 images; (b) the first principal
component of the PCA using the S-mode orientation, which explains 93.2% of variance; (c) the first
and; (d) the second principal components of PCA using the T-mode orientation, which explain
27.0% and 14.5% of the variance, respectively. Spatial patterns are presented as homogeneous
correlation maps.

Table 3. p-values (significance code: “***” 0.001; “**” 0.01; “*” 0.05) of statistical analyses between
the three first principal components using the S-mode and T-mode orientation and environmental
variables (TS: Tidal Stage; TL: Tidal Level; TR: Tidal Range; Hs: significant Wave Height).

S-Mode T-Mode
PC1 PC2 PC3 PC1 PC2 PC3

Season *** 0.20 0.92 * * 0.50
TS 0.34 * 0.12 ** * ***
TL 0.78 ** 0.48 ** 0.78 *
TR 0.58 * 0.33 * 0.27 0.82
Hs 0.56 * 0.33 0.13 0.61 0.85

3.2. Sensitivity of Linear Regression Models to Bathymetry Changes

The sensitivity of radiometric bands or ratios to bathymetry changes can be strongly
impacted by the water column optical properties, which show very specific spatial patterns
associated with the hydrodynamics forcing. To analyze this sensitivity, the mean and
standard deviation of Zsitu associated with the 20 X bins were computed for each image
and for the different parameterizations of X. For a given value of Zsitu mean, it was
assumed that the higher the standard deviation, the lower the possibility of statistically
differentiating this mean value from other means and, therefore, the lower the sensitivity.

Standard deviations associated with the G-band were lower than for the other X
parameterizations, except for bathymetric values deeper than 9 m (Figure 6a). On the other
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hand, R-band showed the highest standard deviations except for bathymetric values that
ranged from 2 m to 2.5 m. For G-band, the standard deviation was less than 1 m for all
bathymetry lower than 4.4 m. This value decreased to 4.1 m, 3.8 m, 3.4 m, and 3.2 m, for
B-band, B/G ratio, R-band, and R/G ratio, respectively. B-band and R-band showed a lower
sensitivity than the G-band. This confirms a comprehensive sensitivity analysis carried
out prior to this study, which demonstrates that the best performance for LRM and CBR
was obtained by using G-band, while for SM, it was obtained by using the combination of
R-band and G-band. In the following, the presentation of LRM, SM, and CBR results will
be focused only on these X parameterizations.
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Figure 6. (a) Evolution of the standard deviation of Zsitu as a function of Zsitu mean computed over
the 89 Landsat-8 and Sentinel-2 images for the different parameterizations of log-transformed bands
and ratios; (b) number of matchups available for each of the 89 satellite images for non-filtered data
and for 1σ-filtered data using LRM-G, LRM-R, and CBR approaches; (c) computation of the 1σ-filter
maximum bathymetry for each of the 89 satellite images.

When the filter of 1σ was applied to the calibration dataset, the number of matchups
significantly decreased from 915,326 points to 337,607 points, 130,583 points, and
19,737 points, for CBR, LRM using the log-transformed G-band (LRM-G), and LRM us-
ing the log-transformed R-band (LRM-R) methods, respectively (Figure 6b). A total of
70 satellite images had more than 100 matchups for CBR, whereas LRM-G and LRM-R had
only 44 and 31 satellite images, respectively. It was interesting to note that the number
of satellites images with more than 1000 and 10,000 matchups for CBR filter, was 43 and
3, respectively. Satellite images with few match-ups generated a 1σ-filtered maximum
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bathymetry (Zmax−1σ) value of 0. For CBR, 80 satellite scenes show a Zmax−1σ value dif-
ferent of 0 (Figure 6c). The mean value of Zmax−1σ was 7.3 ± 2.1 m. For LRM-G and
LRM-R, the mean values were 5.1 ± 1.7 m and 3.2 ± 1.1 m, with a total number of images
of 50 and 39, respectively.

Data filtering for CBR approach was applied on the different class-specific LRM-G.
Each class was associated with specific optical conditions. The use of these classes allowed
us to split the initial matchup dataset into class-specific matchup datasets for which the
natural variability in the relationships between X and Zsitu was significantly reduced.
This reduction of variability allowed us to reduce the number of matchups removed by
the 1σ-filter.

3.3. Inter-Comparison of the Performance of Empirical SDB Approaches

The performance of the LRM-G approach was evaluated using the 50 satellite images
for which the Zmax−1σ value was different than 0. The median values for r2, RMSE, Bias,
and MRAD were 0.58, 0.54 m, 0.40 m, and 9.70%, respectively (Figure 7). The performance of
SM using LRM-G and LRM-R was evaluated using a reduced dataset of 33 satellite images
for which the Zmax−1σ value was different than 0 for G-band and R-band. SM performance
was slightly higher than LRM-G performance. The median values for r2, RMSE, Bias, and
MRAD were 0.64, 0.54 m, 0.39 m, and 8.99%, respectively. The CRB approach allowed us to
evaluate the performance using a significantly larger dataset (N = 80). The median values
for r2, RMSE, Bias, and MRAD were 0.90, 0.53 m, 0.40 m, and 7.62%, which demonstrated
higher performance than LRM-G and SA. When the analysis focused on a reduced dataset
of the 33 best satellite scenes, performance became significantly higher. The median values
for r2, RMSE, Bias, and MRAD were 0.94, 0.46 m, 0.36 m, and 6.15%.
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Figure 7. Distribution of performance of empirical SDB approaches for (a) the linear regression model
using the log-transformed G-band (LRM-G); (b) the switching algorithm using LRM-G and LRM-R (SM);
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and (c) the cluster-based regression model (CBR). Performance is quantified using the coefficient of
determination (r2), the root mean square error (RMSE), the bias (Bias), and the mean relative absolute
difference (MRAD). N is the number of satellite images; MeV is the median value. The MeV value
between parentheses is calculated using the 33 best satellite scenes.

3.4. Validation of the SDB Uncertainty Model

Validation of the multi-scene SDB uncertainty model was carried out only for the CBR
approach that showed the best performance for regression models and allowed exploiting
more satellite images and generating bathymetry maps over a larger depth range. After
applying the 1σ-filter, the matchup dataset (DS), associated with the six satellite images
acquired in October 2017, was composed of 3188 sounding points. The random point
extraction procedures generated a calibration dataset (DS-C) and a validation dataset (DS-V)
composed of 2136 and 1052 points, respectively (Figure 8a). The percentage of observations
associated with an SDB error lower than the total vertical uncertainty, P(εDS−V

i < TVUi),
was computed for each of the 100 random samplings (Figure 8b). The absolute frequency
of P(εDS−V

i < TVUi) displayed a normal distribution with a mean value of 95.8% and a
standard deviation of 0.5%. The minimum and maximum values were 94.6% and 97.2%,
respectively. 90% of the P(εDS−V

i < TVUi) values were comprised between 95.1% and 96.7%.
Only five samplings showed a value lower than 95%, indicating that the risk of failure of
our multi-scene SDB uncertainty model was less than 5%.
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idation dataset (ZDS−V

situ ). (b) Frequency distribution of the percentage of DS-V points showing
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100 random samplings.

4. Discussion
4.1. Impact of the Multi-Scene Approach on Uncertainty

Three periods of 1 month each were identified to derive SDB and uncertainty maps
from the multi-scene approach. The first period in October 2017 was covered by six satellite
images. The second and third periods were centered on the months of September 2019
and September 2020, including, respectively, five and four satellite images of high qual-
ity. Field bathymetry datasets associated with these two last periods were composed of
2148 and 2802 sounding points, respectively. In comparison to the 2017 bathymetric survey,
the spatial distributions of the bathymetric data points in 2019 and 2020 were smaller
(Figure 9a,c,e). In 2020, field bathymetry data were mainly located on the spit platform,
while the data collected in 2020, were gathered along the southern part of the inlet. Con-
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sequently, the bathymetry acquired in 2017, 2019, and 2020 showed different frequency
distributions with median values of 3.8 m, 4.3 m, and 3.3 m, respectively.
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The bias (εbin) and the 95% uncertainty associated with CBR (Ubin) were computed
from DS for each 0.5 m bins (Figure 9b,d,f). εbin showed well-distributed values around
zero, indicating the good performance of linear regressions. The average values of εbin for
2017, 2019, and 2020, were −0.02 m, −0.03 m, and −0.07 m, respectively. It can be noted
that in 2020, εbin showed a significant deviation from zero for bathymetry higher than 3.5 m.
This deviation was due to the low number of observations for these bathymetry ranges.
The average values of Ubin computed from Zsat were 0.67 m, 0.94 m, and 0.67 m in 2017,
2019, and 2020, respectively. When Ubin were computed from Zsatj, with j ranging from 1
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to N, the general mean values of Ubin were 1.0 m, 1.54 m, and 0.96 m, respectively. These
results highlighted that the multi-scene approach allowed us to significantly reduce the
95% uncertainty associated with the SDB regression models.

4.2. Impact of the Spatial Distribution of Sounding Point on Uncertainty

SDB and uncertainty maps, generated from the multi-scene approach, for the three
1-month time periods are presented in Figure 10. Most of the study site area was covered by
the SDB models (Figure 10a–c), except for optically deep regions (ocean and tidal channels).
The TVU map of 2017 shows values lower or equal to 1 m, except for the northern section
of the inlet inner part where more turbid seawaters could generate higher uncertainties
(Figure 10d). In 2019 and 2020, areas with uncertainties higher than 1 m (Figure 10e,f)
showed larger cumulative surfaces than the ones in 2017. The mean values of TVU for each
bin of Zsat were displayed for the three years (Figure 10g–i). The average values were 0.89,
1.21, and 1.41 m, respectively. In 2017, all TVU averaged values were lower than 1.1 m, with
a minimum observed for bathymetric values ranging from 1 to 1.5 m and a maximum value
for the ones ranging from 4 to 4.5 m. In 2019, the maximum value of TVU was observed
for bathymetric values comprised between 2 and 2.5 m, while the minimum value was
observed for deeper waters. In 2020, the maximum TVU values were observed for deeper
waters. These results may directly be associated with the specific spatial distribution of
sounding points in 2019 and 2020, reducing the quality of the representativeness of the
calibration dataset.
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To better illustrate the impact of the spatial distribution of sounding points on the
uncertainty model performance, three examples of the contrasted spatial distribution of
sounding points for the 2017 dataset are discussed (Figure 11a). The first case (case 1) was
associated with a spatially homogeneous point extraction from DS. One point out of three
was extracted in order to generate DS-V. This selection ensured that DS-C was optically
representative of DS-V. The second (case 2) and third (case 3) cases were associated with a
geographic segmentation of DS-C and DS-V. For case 2, DS-C points were located on the
northern part of the study area, while DS-C points were located on the southern part of the
study area for case 3. These configurations may potentially affect the representativeness
of the optical variability associated with DS-C, as the largest SDB errors, εbin, in DS were
located in the northeast section of the study area. This specific distribution of εbin was due
to a strong east-west optical gradient controlled by the tidal current direction.
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Figure 11. (a) Field bathymetry data point location associated with three contrasted spatial distribu-
tion of DS-C and DS-V (case 1: homogeneous distribution; case 2 and case 3: geographic segmentation)
for the 2017 dataset. (b) Comparison between values of absolute error εDS−V

i (m), and total vertical
uncertainty, TVUi (m), computed for each observation of DS-V for case 1, case 2 and case 3.

εDS−V
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different cases (Figure 11b). Case 1 showed a P(εDS−V
i < TVUi) value of 95.8% was equal

to the mean value of P(εDS−V
i < TVUi) computed over the 100 random samplings. For
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i < TVUi) showed a value of 97.7%, significantly higher than the maximum

previously observed for the 100 random samplings. This case was a favorable configuration
of the spatial distribution of sounding points. The risk of εDS−V

i being greater than TVUi
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was less than 5%. This result was due to lower optical variability in DS-V than in DS-C,
which leads to overestimating Ubin and finally, TVUi. Case 3 was the opposite configuration.
The high optical variability associated with DS-V was not taken into account in DS-C and
led to significantly underestimated Ubin. In this unfavorable scenario, 10.1% of observations
had a εDS−V

i value greater than TVUi. However, this result should not be interpreted as a
limitation of the uncertainty model but rather as a limitation of the classification approach
selected in the CBR approach. Observations in DS-V associated with the strongest errors
were classified among the classes that contained observations of DS-C despite a low spectral
similarity. For future research, an alternative to the k-means clustering algorithm would
be a fuzzy-c means clustering approach, which quantifies the performance of the pixels
classification in relation to their optical properties [50,51]. Another alternative would
be a supervised approach based, for example, on a random forests classifier [16]. This
technique provides an accuracy map for the classification, which contains the indicator of
the confidence degree of the classification.

4.3. Morphodynamics Application

SDB maps offer a unique opportunity to study morphological changes of large-
scale tidal inlets, such as the Arcachon inlet, including the migration of sandbars, shoals,
and tidal ebb and flood deltas. These maps can be used in semi-quantitative way by
analyzing the longitudinal and latitudinal changes of specific isobaths. An example of
the comparison between two isobaths (3 m and 4 m deep) extracted from SDB maps in
2017 and 2019 (Figure 12a–c) shows a southward migration of the ebb tidal delta and
the formation of a large sandbar on the adjacent coast (−1.27◦, 44.53◦). The analysis
of these morphological changes analyzed from SDB maps spanning years to decades
supports the comprehensive understanding of the multi-annual dynamics of tidal inlet
and the adjacent coast over relatively large spatial scales [52]. The supplementary use
of uncertainty maps offers the opportunity to consider the analysis of vertical and
volumetric morphological changes observed along the tidal inlet. The comparison of
the 2017 and 2019 SDB maps (Figure 12d) showed that absolute vertical changes ranged
from 0 to 4 m, while the sum of the uncertainties of 2017 and 2019 ranged from 0 to 3 m
(Figure 12e). Despite high TVU values in 2019 due to low representativeness of the
calibration dataset, several regions showed lower uncertainty values than bathymetric
changes (Figure 12f). This result allows these changes to be assigned a high degree
of confidence. For other regions, uncertainties were in the same order of magnitude
as the vertical changes. However, they were meant to be significantly reduced in the
future with the increase in the number and quality of the satellite images, along with
enhancements of the bathymetry survey strategies and SDB algorithms.
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Figure 12. Maps of the 3-meter and 4-meter isobaths in (a) 2017 and (b) 2019. (c) comparison of the
position of the 4-meter isobaths of 2017 and 2019. (d) Maps of the bathymetric vertical changes (dZ)
between 2017 and 2019, (e) total vertical uncertainty (TVU), and (f) TVU to dZ absolute value ratio
expressed in percentage.

5. Conclusions

In this study, the objectives are to evaluate the performance and robustness of well-
established SDB empirical models and to propose and validate an uncertainty model for
a mixed energy coastal environment. Uncertainty estimation provides new fundamental
information for assessing the interpretability of SBDs and new perspectives for the use of
these types of maps for the analysis of large-scale coastal systems.

The Arcachon lagoon inlet is characterized by a high spatial and temporal variability
of water column optical properties mainly controlled by hydrodynamics and seasonal
conditions. The CBR approach is the most appropriate approach to exploit the greatest
number of images over the largest depth range and to reduce the natural optical variability
of class-specific regression models, providing better performance and robustness than the
other methods.

The total vertical uncertainty (TVU) associated with SDB empirical models depends
on both the uncertainty generated by the regression model and the uncertainty due to
the extrapolation of the SDB model beyond the calibration domain. The multi-scene
approach developed in this study allows us to significantly reduce the uncertainty related
to the regression models. The uncertainty associated with out-of-scope optical conditions
is sensitive to the sampling of optical variability of the study area and consequently
to the spatial distribution of sounding points. Furthermore, this component of TVU is
impacted by the number of satellite images used for the multi-scene approach and by
the associated hydrodynamic conditions. In the context of multisource bathymetric data
merging approaches, these results demonstrate the need to adapt the sampling strategy
of sounding points of bathymetric surveys to the optical conditions of the water column
in order to generate a calibration dataset representative of the optical variability of the
study site.
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