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**ABSTRACT**

The deep geothermal resource of the center of the Paris basin (Ile-de-France, France) has been exploited since the mid-1980s, the main target being the Dogger limestone aquifer (1,500–2,000 m deep, 55–80°C). Currently, the Triassic sandstone units below the Dogger aquifer are envisaged as new targets. This paper presents a modelling and economic analysis used to assess new well architectures (sub-horizontal, horizontal or multilateral wells) in comparison with standard geothermal operation, with a view to increasing doublet hydraulic performance and to enable the exploitation of the Triassic sandstones with lower permeabilities compared to the Dogger aquifer. The results of the modelling analysis are expressed in terms of a doublet performance index (DPI, in m³/(h.bar)), which is the average between the productivity and injectivity indices. Economic analysis results are given in terms of a doublet cost-performance index (CPI, in k€/year/DPI). The results suggest that both DPI and CPI are better for complex well architectures compared to standard deviated wells. The extra costs of complex well architectures compared to the cost of standard wells are largely offset by the relative benefits of increasing doublet hydraulic performance. However, improvements in drilling technologies and further experience from new operations will lead to substantial cost reductions in the future.

**1. INTRODUCTION**

The Triassic sandstone units underlying the Dogger aquifer (Fig. 1) have good reservoir properties and may constitute attractive geothermal targets for district heating. Attempts at their geothermal exploitation were made in the early 1980s (Boisdet al, 1989; Lopez et Millot, 2008) but these proved unsuccessful: the deep layers proved hotter but less productive than the overlying Dogger aquifer. Out of the three projects targeting this formation, only one – the Melleray facility located in the south-western part of the sedimentary basin – was commissioned; it ran for no more than a year in the face of injection related problems.

However, deep Triassic aquifers in the Paris basin – at depths of between 2,000 and 2,500 m and with temperatures up to 120°C in some areas – are now considered a possible target for power production and heat cogeneration. The main difficulties to be overcome in exploitation of the Triassic sandstones relate to the nature of the aquifer, which consists of fluvial deposits with permeable sand bodies that are relatively narrow and disconnected. Its properties (i.e. porosity and permeability) are thus more heterogeneous and discontinuous than those of the Dogger limestone aquifer. Permeability can vary by a factor of over one thousand between sandy facies and more impervious ones (Eschard et al., 1998). Recent work has allowed better characterizing of the Triassic geothermal reservoirs of the Paris basin (Bouchot et al, 2012) and of the impact of fluvial sedimentary heterogeneities on a geothermal doublet (Hamm and Lopez, 2012). Nevertheless, if exploitation failure is to be avoided, further investigations are required before drilling of new wells in the Triassic aquifer.

The main objective of this paper is to quantify the impact of well trajectories / paths inside the reservoir on the performance and cost of geothermal doublet. In chapter 2, we lay out the model and its specifications and discuss modelling results. In chapter 3, we provide some clues on cost-performance analysis.
2. MODELING ANALYSIS

2.1 Methodology

Numerous examples of work can be found in the literature on the development and application of wellbore models coupled to reservoir models (Hadgu et al, 1995; Amara et al, 2008; Remorzoza et al, 2011; Pan et al, 2013, 2015; Saeid et al, 2013, 2014). Hadgu et al., Remorzoza et al. and Pan et al. used the TOUGH2 finite difference code for 3D reservoir modelling coupled to wellbore models (WSFA, T2Well) to simulate non-isothermal, single-phase or two-phase, steady-state or transient flow in a wellbore reservoir system. Saeid et al. developed a 1D-2D wellbore-reservoir model using the COMSOL finite element code describing the coupling between heat transfer in the well, the reservoir and the host rock.

We propose here an integrated 1D-3D wellbore-reservoir flow model using the COMSOL Multiphysics software. The Darcian flow in the 3D reservoir is coupled with the wellbore flow which is modelled by a pseudo 1D momentum equation describing the conservation of the fluid displacement at each well (producer and injector). This formula allows description of the flow and pressures in the well without the need for complex 3D discretization for the well, as it requires only one-dimensional elements coupled to the 3D reservoir geometry. For heat transfer, we applied a Dirichlet boundary condition with constant temperature at the injection well and an outflow boundary condition at the production well. Because we focus on the interaction between well architecture and the reservoir, we consider only the part of the well intercepting the reservoir and not the part between the top of the reservoir and the wellhead. The mathematical developments are given in Appendix A (nomenclature), Appendix B (governing equation for 1D wellbore flow model and 3D porous model) and Appendix C (boundary and initial conditions).

This coupled wellbore-reservoir model was applied to different well architectures (slightly deviated wells, highly deviated to horizontal wells or multilateral wells), described in Section 2.2, and we calculated the corresponding productivity and injectivity index of each well (injector and producer).

2.2 Model description and modelling cases

In the oil industry, accurate description of sedimentary heterogeneities is a key aspect of reservoir characterization, as they may have a significant impact on dynamic processes such as water flooding and oil recovery (e.g. Pranter et al., 2007). Static reservoir modelling relies most often on geostatistical techniques to directly reproduce the distribution of the parameters of interest (lithofacies, petrophysical properties) based on estimates from spatial statistics and on the choice of an appropriate probabilistic model. Two different types of methods can be distinguished: (i) pixel based methods, where a continuous function is evaluated on a discrete grid; and (ii) boolean methods that consist in throwing randomly discrete objects into space. As both types of methods can be used to produce conditional simulation respecting well constraints, they are used intensively for practical purposes (e.g. Chilès & Delfiner, 1999).
For Triassic sandstones, the model uses a static 3D numerical grid produced by a combined stochastic and process-based approach considered to be representative of a realistic sedimentary architecture (Lopez, 2003; Lopez et al., 2008) and which has been successfully tested by several oil companies. The numerical block is 10 km long, 8 km wide and 50 m thick. The permeability distribution was introduced into the COMSOL Multiphysics model via an interpolation function. Nine lithofacies were used to represent the sedimentary deposits and exported in a regular grid with a 100 m horizontal spacing and 2 m vertical spacing. A view of the lithofacies block in the COMSOL model is shown in Fig. 2. In order to represent the Trias fluvial series for the Paris basin, different horizontal and vertical permeabilities have been assigned to each of the lithofacies, using data from the literature on the Chaunoy oil field (Eschard et al., 1998; Hamm et Lopez, 2012). For heat transfer, an average thermal conductivity and heat capacity were chosen from amongst usual values for sedimentary deposits. Table 1 lists petrophysical property values assigned to each of the lithofacies.

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>Porosity (%)</th>
<th>Horizontal permeability (mD)</th>
<th>Vertical permeability (mD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel lag</td>
<td>15</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Sand plug</td>
<td>10</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>Point bar</td>
<td>8</td>
<td>400</td>
<td>5</td>
</tr>
<tr>
<td>Crevasse splay I</td>
<td>12</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Crevasse splay II</td>
<td>8</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>Crevasse splay II channels</td>
<td>20</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>Mud plug</td>
<td>20</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>Overbank alluvium</td>
<td>20</td>
<td>0.2</td>
<td>0.02</td>
</tr>
<tr>
<td>Levee</td>
<td>12</td>
<td>1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 1: Different lithofacies and petrophysical values

Figure 2: 3D permeability model of fluvial deposits (red: more permeable lithofacies, blue: more impervious lithofacies).

To benchmark well architectures in terms of both hydraulic performance and costs, five cases were defined and used in the simulations, and for economic analysis (Fig. 3). The simulation was conducted for a set of comparable geological conditions and with identical completion well diameter. On average, the true vertical depth (TVD) is 2,250 m for Trias reservoirs. The total drilled depth (TDD) was calculated on the basis of a fixed distance of 1.5 km between the two well impacts at the top reservoir (common average distance between geothermal wells), and for a reservoir thickness of 50 m. TDD is the total distance drilled as measured along deviated production or injection wells, including the total length of drains, i.e. part of the well intercepting reservoirs; TVD and TDD for the five cases are given in Table 2.
Figure 3: Simulated complex well architectures

(a): “standard” geothermal well with an inclination of 45° relative to the vertical in the reservoir
(b): sub-horizontal well with an inclination of 85° relative to the vertical in the reservoir
(c): horizontal drain 1000 m long
(d): dual horizontal drains 2x500 m long and forming an angle of 90° in the reservoir
(e): dual sub-horizontal wells (85°) forming an angle of 90° in the reservoir

Table 2: Drilled depths of different well architectures in meters below ground level (mbgl) or in meters drilled (mD)

<table>
<thead>
<tr>
<th>Well architectures</th>
<th>Case a (standard)</th>
<th>Case b (sub-horizontal)</th>
<th>Case c (horizontal)</th>
<th>Case d (dual horizontal)</th>
<th>Case e (dual sub-horizontal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviation (°)</td>
<td>45</td>
<td>85</td>
<td>90</td>
<td>90</td>
<td>85</td>
</tr>
<tr>
<td>Total drains Length (m)</td>
<td>71</td>
<td>574</td>
<td>1000</td>
<td>2x500</td>
<td>2x574</td>
</tr>
<tr>
<td>TVD top reservoir (mbgl)</td>
<td>2250</td>
<td>2250</td>
<td>2250</td>
<td>2250</td>
<td>2250</td>
</tr>
<tr>
<td>KOP (mbgl)</td>
<td>1263</td>
<td>1475</td>
<td>2275</td>
<td>2275</td>
<td>1475</td>
</tr>
<tr>
<td>GBU (°/10m)</td>
<td>1</td>
<td>0.74</td>
<td>-</td>
<td>-</td>
<td>0.74</td>
</tr>
<tr>
<td>EOK (mD)</td>
<td>1713</td>
<td>2626</td>
<td>-</td>
<td>-</td>
<td>2626</td>
</tr>
<tr>
<td>Average TDD (mD)</td>
<td>2607</td>
<td>3241</td>
<td>3275</td>
<td>3275</td>
<td>5007</td>
</tr>
</tbody>
</table>

2.3 Modelling results

We present the results (Table 3) for the five well architectures modelling cases in terms of:

- the bottom well pressure at both production and injection wells;
- a doublet performance index (DPI) defined as the average ratio of the flowrate with respect to the pressure change in both injection and production wells, expressed in m³/h/bar, i.e. average between the productivity and injectivity index;
- thermal breakthrough at the end of a 30 year injection/production period.

Depending on well architectures, we can observe different behaviours. In the case of “standard” deviated wells (case a), the bottom well pressure vary from 35 bar (production well) to 45 bar (injection well). In the case of sub-horizontal wells (case b), the pressure change due to production or injection is drastically diminished, between 12.5 and 14 bar. In the case of horizontal wells with 1,000 m drain length (case c), the bottom well pressures remain comparable (between 11.4 and 15 bar), indeed, even if the reservoir-wellbore contact surface is greater in case (c) than in case (b), it can be more advantageous to cross the reservoir thickness directionally rather than to have horizontal wells. Comparable or slightly lower injection or production pressures are obtained when using either two horizontal laterals 500 m in length (case d) or two deviated laterals with an inclination of 85° as in case e.

Table 3: Synthesis of modelling results for the different simulated well architectures

<table>
<thead>
<tr>
<th>Well architectures</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom injection pressure (bar)</td>
<td>44.6</td>
<td>14</td>
<td>11.4</td>
<td>12</td>
<td>10.8</td>
</tr>
<tr>
<td>Bottom production pressure (bar)</td>
<td>35.3</td>
<td>12.5</td>
<td>15.1</td>
<td>10.8</td>
<td>9.3</td>
</tr>
<tr>
<td>Average doublet performance index “DPI” (m³/(h.bar))</td>
<td>5.1</td>
<td>15.1</td>
<td>15.4</td>
<td>17.6</td>
<td>19.9</td>
</tr>
<tr>
<td>Production temperature drawdown after 30 years (°C)</td>
<td>1.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The results clearly show a great difference in the performance index according to well architectures. For sub-horizontal wells (case b), the doublet performance is increased by a factor of almost three compared to
the standard directional wells (case a), i.e. 15 m²/(h.bar) instead of 5 m²/(h.bar). For the horizontal drains (cases (c) and (d)), the DPI is increased by 3 to 3.5. Lastly, in case (e), with dual sub-horizontal wells, the model gives the best doublet performance with 20 m²/(h.bar).

For all of the cases modelled, we also calculated the propagation of the cold front and the thermal breakthrough after 30 years of geothermal exploitation. Decrease in production temperature was observed in only one case (standard wells). In all other cases, there is no thermal breakthrough after 30 years.

Numerical modelling shows that in the case of Triassic fluvial sedimentary aquifer with lower or discontinuous permeability, the performance of a geothermal doublet can be increased by using nonstandard well architectures. Nevertheless, the gain obtained must be balanced against the extra costs of these architectures, discussed in chapter 3.

3. COST-PERFORMANCE ANALYSIS

3.1 Cost assessments of modelled well architectures

Drilling cost data for standard directional wells were collected by considering feasibility studies of the most recent operations in Dogger aquifer and the reports required by regulations to support geothermal operating licenses or drilling permits, called PERDTEX (Exclusive Exploration Permit – Request for start of Exploration work). These reports are prepared by main project contractors and include detailed information about the doublet design, processing, planning and provisional cost estimates. Effective drilling time and costs are, however, sometimes kept confidential. For this reason, only total cost estimates are used in this work. These include costs of site preparation, mobilization and rigging up, drilling, tripping operations, casing placement, well completion, directional drilling, logging, contingencies and others services and equipment required.

The total cost of drilling standard deviated wells was estimated on the basis of 16 recent deviated doublets drilled or planned during the 2007–2014 period in the Dogger. In order to simplify the cost analysis, no distinction was made between injection and production wells. Doublet cost values in euros were updated to 2014 euro values using the French public works index (TP04: exploratory borings and drillings index). The average total cost for a doublet is estimated to be around €201,911 million. Unit cost per mD (meter Drilled) is calculated by dividing the total cost by the TDD of the doublet. The unit cost estimates yield a value of €2,236/mD ± €260/mD. Mean deviation reflects relatively low variability (±11.5 %) of drilling cost in the Dogger aquifer, which depends both on the degree of IP deviation and the TDD. In the Trias, with the same standard directional drilling, it results in a total cost of around €201,411.8 million with an average TDD of 3,214 mD (on average 2,607 mD per well; Table 2).

For the sub-horizontal architecture of case (b), operation of only one new doublet (88.3°) was reported from the cost survey in the Dogger formation (Cachan doublet). The PERDTEX (Socachal et GPC IP, 2014) reported a total investment cost of €12.66 million for a total deviated length of 5,128 mD (average of 2,564 mD per well). The unit cost is calculated at €2,469/mD representing an increase of €206/mD in relation to the previous case (a). Subsequently, for the cost analysis, we assume €2,489/mD as typical unit cost of sub-horizontal well architecture in the study area i.e. an increase of 10% compared to case (a). Thus, considering the figures in Table 2, total costs of sub-horizontal drilling reach €16.2 million in the Trias reservoir.

Estimates for horizontal (case c) and multilateral wells (cases d and e) are difficult to make owing to lack of data. In addition, the drilling technologies used for those architectures may be different from those of directional wells. The additional cost may be mainly due to the extra risk of failure and the technologies involved (Joshi, 2003). The literature review provides some elements of comparison. For instance, the JAS survey showed that horizontal drilling was around 17% more expensive than other options. Also, according to Joshi (2003), horizontal wells cost 1.3 to 2.5 times more than vertical wells. More recently, Husain et al. (2011) have reported that horizontal and multilateral wells drilled for shale field development in the USA prior to 2011 reached slightly over US$5 million per horizontal well and US$11 million per multilateral well. The difference reflects a combination of sometimes radically different drilling conditions and the number of laterals in multilateral drilling.

Alongside the analysis of all data from the literature, the relative extra cost per meter is also of interest to make valid assumptions in the context of the Paris basin. On this basis, the following assumptions are considered and confirmed by expert opinion:

- the extra cost of the horizontal drain (case c) is assumed to be around 2.5% of the cost of the sub-horizontal well (case b) or 12.5% (€283/mD) of the standard well cost;
- the extra cost of dual horizontal drains (case d) is assumed to be close to 17.5% (€396/mD) of the standard well cost;
- the extra cost of the dual sub-horizontal wells of case (e) is assumed to be only 2.5% greater than the cost of case (d) or 20 % (€453/mD) of standard well cost.

Cost assessments for the five cases studied are summarized in Table 4. Depending on drilling architecture, the average cost per mD varies from €2,263/mD (case a) to €2,715/mD (case e). The total investment ranges from €11.80 million to €27.20 million for doublets in the Trias reservoir. These values are calculated using the same vertical depth for
all cases (Table 2) and assuming all other parameters constant, including same drilling conditions.

3.2 Cost-performance analysis
To evaluate the impact of geothermal well architecture on both doublet performance and its cost, a cost-performance ratio or index (CPI) is introduced. CPI assesses the effectiveness of well drilling cost in terms of well productivity and injectivity gained. CPI is therefore calculated as the total annualized doublet cost (TAC) divided by the doublet performance index (DPI):

\[
\text{CPI} = \frac{\text{TAC}}{\text{DPI}}
\]

DPI is obtained from Table 3. TAC (€/year) is calculated with the following equation:

\[
\text{TAC} = \sum_{t=1}^{T} \frac{\text{TC}}{(1+r)^t} = \frac{\text{TC} r (1+r)^T}{(1+r)^T - 1}
\]

where: TC is the total doublet cost as reported in Table 4; parameter r is the discount rate, assumed equal to 4%; and T is the lifespan of the doublet, usually assumed to be 30 years for geothermal exploitation in the Paris basin.

Table 4 presents the calculated TAC and CPI for the simulated well architectures. Results show that all complex architectures achieve a better cost-performance index when compared with standard directional drilling. A unit of DPI can be estimated between €57k/year and €62k/year (cases b, c and d) while it reaches €75k/year for case (e) and €134k/year for case (a). The relative benefits of complex well architectures are therefore between €55k/year and €77k/year per additional unit of DPI. The highest relative benefits are obtained for sub-horizontal (case b), horizontal or dual-horizontal wells (case c and d).

This finding means that the extra cost of complex architectures compared to standard architecture (45° deviation) can be largely offset by the benefits to the doublet performance index for the same targeted reservoir (i.e. same vertical depth). It also means that the exploitation of a deeper reservoir as the Trias can be economically viable using complex well architectures such as sub-horizontal or horizontal wells.

3.3 Sensitivity analysis of cost-performance index
The lack of data introduces uncertainty into our results. For instance, the cost estimation of sub-horizontal wells was derived from only one planned operation in the study area. The same applies for horizontal and multilateral architectures (cases c, d and e), for which cost estimates were based on assumptions with respect to standard well deviation, i.e. base case (a). However, in the literature highest extra costs of deviated wells are reported with values 1.3 to 2.5 times higher than vertical wells, especially for oil and gas drilling operations in the USA. This can also be true for geothermal operations, as geothermal wells are more expensive than oil and gas wells (larger diameters and higher temperatures). Below, we assume the same range of variation in those extra costs, to analyze their impacts on CPI values. Considering that the cost of standard deviated wells (less than 45°) is 8% higher than vertical wells in the Paris basin, costs of complex architectures can vary from 1.2 to 2.4 times those for standard architectures. Fig. 4 plots the sensitivity analysis of CPI in Trias reservoir.

From Figure 4 it can be seen that the complex architectures yield a better CPI than standard architectures only up to a certain level of relative extra cost. Dual sub-horizontal (case e) architecture becomes economically less efficient if its cost exceeds 2 times the cost of standard architecture, i.e. approximately greater than €4526/mD. The same occurs with sub-horizontal or horizontal architectures (case b and c) when the cost reaches 2.4 times the cost of case (a), i.e. €5974/mD. Nevertheless, such increases should be moderate, as complex well drilling costs should decrease as completion technologies improve and experience is gained from future geothermal operations involving complex well architectures in the study area.
4. CONCLUSIONS

With progress in complex well architectures and completion technologies, the feasibility of (sub-) horizontal and multilateral wells is being considered seriously for the new generation of geothermal operations in the Paris basin. The implementation of complex well architectures for deep geothermal operations has several advantages such as: (i) access to deeper reservoir units with higher temperature but lower permeability; (ii) improvement in well productivity and injectivity; (iii) probably, less wells for the same heat production. Conversely, there are disadvantages, the main ones being: (i) risks associated with failure in well drilling and/or exploitation and (ii) higher costs compared to standard well architectures.

The work described here is a first quantitative contribution to the establishment of a reliable approach to promote the use of complex geothermal well architectures and ensure successful geothermal operation for a future exploitation of the Triassic sandstones formation. The impact of four well architectures on productivity and injectivity has been considered and compared with standard deviated wells by means of a geothermal modelling framework and an assessment of the doublet performance index (DPI). We have also developed a new cost-performance index (CPI) to evaluate and compare the economic efficiency of complex geothermal wells in the context of Trias geothermal reservoirs in the Paris basin.

Using the model results, the assessment of the doublet performance index (DPI) shows that both productivity and injectivity performance are higher for complex well architectures compared to standard deviated architectures. The highest DPI are obtained for the dual sub-horizontal well architecture (case e), with a DPI of 19.9 m³/(h.bar).

The result of the economic analysis indicates that, despite the higher costs of drilling, complex well architectures yield a better cost-performance index than standard well architectures when targeting the same reservoir. Thus, the additional costs of complex architectures compared to the costs of standard wells are largely offset by the relative benefits of increasing doublet performance index. These benefits are estimated to be between €55k and €77k/year per DPI unit. Moreover, improvements in drilling technologies and further experience from new operations will lead to substantial cost reductions in the future.

APPENDIX A

Nomenclature

**General variables**
- $\rho$ fluid density [kg/m³]
- $\mu$ fluid viscosity [Pa.s]
- $g$ gravitational acceleration [m/s²]

**Variables used in the well model**
- $r_w$ wellbore radius [m]
- $d$ wellbore diameter [m]
- $S$ wellbore cross section [m²]
- $S_d\, dx$ volume element of a well of length $dx$ crossing the reservoir [m³]
- $v$ fluid velocity in the well [m/s]
- $q_m$ mass source term in the well [kg/(m³.s)]
- $P_w$ well pressure [Pa]
- $F_f$ friction forces [kg/s²]
- $f$ Darcy Weisbach friction factor [-]
- $k_s$ well roughness [m]
- $\Theta$ well inclination ($\Theta = 0$ when horizontal) [deg]
- $J$ productivity index describing the outflow or inflow performance of the well [kg/(m.s.Pa)]
- $\alpha$ factor including well completion, wellbore skin

**Variables used in the reservoir model**
- $k_r$ intrinsic reservoir permeability [m²]
- $p_r$ reservoir pressure [Pa]
- $\omega$ reservoir porosity [-]
- $u$ Darcy velocity [m/s]
- $Q_m$ mass source term [kg/(m³.s)]
- $T_r$ reservoir temperature [°C]
- $\rho C_p^e$ equivalent reservoir heat capacity (saturated reservoir rock) [J/m³/°C]
- $K_{eq} = \lambda + \delta u$ equivalent conductivity which combines the isotropic conductivity of the porous medium in absence of flow and a term for the dispersivity which is a linear function of the velocity [W/m³/°C]

**APPENDIX B**

Wellbore flow equation

Mass conservation written in discrete form:

\[
[\rho (x+\Delta x) - \rho (x)] S \delta x = \left[ (\rho v) (x+\Delta x) - (\rho v) (x) \right] S \delta t + q_m(x) S \delta x \delta t
\]

which in the continuous limit is written:
The mass acceleration (momentum conservation) written in discrete form:

\[
\left[(\rho u)_x + s_d\right]S \delta x = \left[(\rho u^2)_x\right]S \delta x + \left[\rho((u_x)_x) - \rho g \sin \theta \right] S \delta t - \rho S \delta x \sin \theta - F_y S \delta x
\]

which in the continuous limit is written:

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2)}{\partial x} = - \frac{\partial p_m}{\partial x} - \rho g \sin \theta - \frac{F_f}{S}
\]

Multiplying the mass conservation equation by \(v\) and substracting the result from the momentum conservation gives:

\[
\rho \frac{\partial (v)}{\partial t} + \rho v \frac{\partial (v)}{\partial x} = -v q_m - \frac{\partial p_m}{\partial x} - \rho g \sin \theta - \frac{F_f}{S}
\]

Expression of the source term \(q_{irr}\)

We used a formulation similar to that proposed by Dikken (1990) to connect well and reservoir pressures through a linear relation:

\[q_m(x) = \frac{J}{S} (p_r(x) - p_w(x))\]

Furthermore, we assume that there are no inertial/quadratic effects around the well and that the flow from the reservoir into the well is still governed by Darcy's law:

\[q_m(x) = -\frac{1}{S} \int_{\partial S(x)} \rho K (\nabla p_r + \rho g \nabla z).n\]

Equating both equations, \(J\) can be approximated by:

\[J \approx \frac{\alpha p K}{\mu}\]

Expression of the friction term \(F_f\) for momentum dissipation in the wellbore flow:

The friction term can be expressed using the Darcy-Weisbach friction factor:

\[F_f = \frac{F_f}{S} = \rho \frac{v^2}{4 \nu_w}\]

For laminar flow, the Reynolds number (Re < 2300):

\[f = \frac{64}{Re}\]

\[Re = \frac{\rho v d}{\mu}\]

\[f = \frac{64 \mu}{\rho v d} = \frac{32 \mu}{\rho v_n w}\]

Finally:

\[\frac{F_f}{S} = \frac{8 \nu_w}{\tau_{fw}}\]

For turbulent flow (Re > 2300):

We can apply Colebrook and White’s formula:

\[
\frac{1}{\sqrt{f}} = -2 \log \left( \frac{25.1}{Re \sqrt{f}} + \frac{ks}{3.7d} \right)
\]

These two formulas have been implemented in the COMSOL software with a functional dependence on the Reynolds number and therefore well velocity.

Where \(\rho\) is constant (fluid incompressible), we can write the mass and momentum conservation equation in the form:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0
\]

\[
\frac{\partial (\rho u)}{\partial t} + \nabla \cdot (\rho u u) = -\nabla p_m + \rho g \sin \theta + F_f
\]

Using Dikken approximation:

\[
\frac{\partial v}{\partial t} + 2v \frac{\partial v}{\partial x} = -\frac{1}{\rho} \frac{\partial p_m}{\partial x} - \rho g \sin \theta - \frac{F_f}{\rho S}
\]

Governing equations for flow and heat transfer in the reservoir

For flow and heat transfer in porous media, the classical Darcy’s law and heat transfer modules were applied.

Mass balance is written:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = Q_m
\]

with \(u\) given by Darcy's law:

\[u = -\frac{k}{\mu} (\nabla p_r + \rho g \nabla z)\]

Heat transfer equation relative to the Darcy velocity is written:

\[\rho C_p \frac{\partial T}{\partial t} + \rho C_p \nabla \cdot (u T) = \nabla \cdot (K_{es} \nabla T) + Q\]

APPENDIX C

Model boundary conditions

The production and injection wells are modeled by 1D elements crossing the 3D reservoir block. Furthermore, we have defined two 1D models to describe the flow equation in the production and injection wells, as described in Appendix B. The hydraulic and thermal boundary conditions are defined as follows:

- A constant hydraulic head (H) at the model limits
A zero flux limit at the top and bottom boundaries of the reservoir:

$$\frac{\rho v}{\mu} \nabla p = 0 \text{ at } z = \pm 25 \text{ m}$$

- A mass flux at the well 1D element

$$\frac{\rho v}{\mu} \nabla p = J(\mu - \mu_c)$$

b) Thermal boundary conditions

- A zero conductive heat flux (boundary at the limits of the model – outflow type limit)

$$\mathbf{n} \cdot (K \nabla T) = 0$$

- A fixed temperature at the injection well and an outflow boundary condition at the production well which provides a suitable boundary condition for convective heat transfer at outlet boundaries.

For the 1D well model, we applied a Dirichlet boundary condition by imposing the flow velocity at each well extremity:

$$v(z = -25) = 0$$

$$v(z = 25) = \frac{q}{2}$$

Where $q$ is the well flowrate [m$^3$/h]

For the simulations, the flowrate was fixed at 200 m$^3$/h (average flowrate for geothermal doublet in Paris basin) which then defines the fluid velocity at the well casing shoe. The injection temperature is equal to 40°C.

The initial conditions are uniform hydraulic head and temperature in the 3D porous media and zero velocity at the 1D injection and production wells.

Isoperspective view of the model geometry and boundary conditions
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