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ABSTRACT: In the scope of a scenario-based risk analysis, this study aims to quantify and rank various types of epistemic uncertainties that enter into the derivation of fragility functions for common buildings. Using a numerical model of a test structure (a reinforced concrete five-story building with infill panels on the first two floors), a first type of uncertainty is introduced, consisting of the mechanical properties of the materials (i.e. Young’s modulus and compressive strength for concrete, and Young’s modulus and yield strength for steel). The area of longitudinal reinforcement is also modified in the model, to generate various damage mechanisms for the same structure, depending on which floor first experiences failure. Finally, another source of epistemic uncertainty is studied, by comparing different types of fragility models: fragility curves derived from dynamic analyses and fragility functions generated from a capacity spectrum approach (i.e. use of a set of natural response spectra to identify a series of performance points from the capacity curve).

To this end, a ranking of the importance of different sources of uncertainty in the vulnerability analysis (i.e. mechanical properties, structural models and fragility models) is conducted by computing, for each uncertainty source, the Sobol’ indices (i.e. the main effects and total effects of each source of uncertainty). This variance-based sensitivity technique presents the appealing features of both exploring the influence of input parameters over their whole range of variation and fully accounting for possible interactions between them. Nevertheless, addressing the issue of sensitivity to model uncertainty implies paying special attention to the appropriate treatment of different types of input parameters, i.e. continuous for mechanical properties or categorical in the case of fragility models. This is achieved by relying on recent advances in functional variance decomposition. For all these types of models, an uncertainty analysis in terms of the predicted number of damage buildings is carried out for a series of hypothetical scenarios.

1 INTRODUCTION

While best practices for probabilistic seismic demand analysis for single sites (i.e. specific elements at risk such as bridges or high-rise buildings) have been rigorously developed in the past decade, the application of earthquake risk (and loss) scenarios at the scale of a municipality or a region have received less attention in the recent literature. In these scenarios expected damage given the occurrence of one of a handful of earthquakes is estimated through fragility functions relating the ground motion to the level of damage. However, due to the presence of various building types at the scale of an urban area, these buildings are often assigned to specific typologies and appropriate fragility curves selected from the literature, which could lead to a large variation in the fragility models used. This issue has been highlighted by Crowley et al. (2011), who have compared disparate models, following a review of existing fragility functions for reinforced concrete (RC) structures. In this study the focus is, therefore, on the implications of different sources of epistemic uncertainties (the structural properties, the structural models and the procedure for the derivation of fragility curves) on the parameters of fragility functions that could be used in a given scenario.

The effects of strong-motion variability and random structural parameters on fragility curves for an RC building have been studied for instance by Kwon and Elnashai (2007), who concluded that the effect of strong-motion variability was the largest. Zentner (2011) has also quantified, through the computation of Sobol’ indices, the influence of various uncertainties (namely: seismic demand, mechanical parameters and damping ratio) in the case of numerical dynamic analyses applied to a single RC structure, thereby showing the predominant role of the variability of seismic demand. The propagation of uncertainties related to mechanical parameters, has also been studied.
by Pagnini et al. (2011) in the case of the estimation of capacity curves and performance points for masonry buildings. They found, in this case, that the uncertainties in the building stock parameters may be neglected with respect to model errors or seismic demand. Finally, the importance of various modeling assumptions (slab modeling, infill panels or mass modeling) on the resulting capacity curves has been stressed by Sousa et al. (2012) for several RC structures.

The present study will therefore focus on some epistemic uncertainties, in terms of mechanical properties or model variants, that are introduced in the vulnerability assessment for both types of analyses (i.e. based on capacity curves or on dynamic time-history simulations). These sources of uncertainty are then ranked thanks to the computation of Sobol’ indices and, finally, the overall impact of the dispersion in the fragility curves is presented with respect to the proportion of damaged or collapsed buildings for a few hypothetical scenarios.

2 TEST STRUCTURE

Fragility models are developed and hypothetical risk scenarios are evaluated for a test structural type. The selected structure has been previously modeled and studied by Negulescu et al. (2013). It is a five-story reinforced concrete structure (regular in plan and elevation) that can be considered as ‘pre-code’ since it is a designed against gravity loads only. The building has a width of 14.5 m in the transverse direction and a length of 45 m in the longitudinal direction. It is 18.6 m high and it contains some interior infill walls for partitioning. A three-dimensional finite element model of the structure has been built with the OpenSees platform. Beams and columns components are used to model the frames, and truss elements are used to represent the infill walls (Figure 1).

Table 1: Mechanical properties for the constitutive models of concrete and steel.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete compressive strength ($f_c$)</td>
<td>25 MPa</td>
</tr>
<tr>
<td>Concrete strain at compressive strength ($\epsilon_{c0}$)</td>
<td>0.004</td>
</tr>
<tr>
<td>Concrete crushing strength ($f_{cu}$)</td>
<td>4 MPa</td>
</tr>
<tr>
<td>Concrete strain at crushing strength ($\epsilon_{cu}$)</td>
<td>0.008</td>
</tr>
<tr>
<td>Steel yield strength ($f_y$)</td>
<td>450 MPa</td>
</tr>
<tr>
<td>Steel elastic Young modulus ($E_0$)</td>
<td>200 GPa</td>
</tr>
<tr>
<td>Steel strain hardening ratio ($b$)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

A modal analysis gives the first vibration mode at a period $T_1 = 0.33$ s and the second one along the longitudinal direction at $T_2 = 0.12$ s. These findings are in good agreement with the modes estimated from ambient vibration measurements on the building (Negulescu et al. 2013), thus verifying the accuracy of the structural model in the elastic range. Here, the inter-story drift ratio (i.e. the horizontal displacement between two stories per unit of height) has been chosen as the engineering demand parameter representing the structural damage. Based on a static pushover analysis (see Figure 2) and on the results of the incremental dynamic analysis performed by Negulescu et al. (2013), the yield drift is set as $d_y = 0.20\%$ and the ultimate drift is estimated to be equal to $d_u = 2.68\%$. Finally, using the relation between displacement limits and EMS-98 damage states (Grüenthal 1998) proposed by the Risk-UE project (Milutinovic & Trendafiloski 2003), drift limits are estimated and can be used to identify the damage states of the studied structure. For simplicity Crowley et al. (2011, Gehl et al. (2013), we consider only two damage levels out of the five available in the EMS-98 scale. The first damage state, designed as ‘yield’ or ‘slight’, corresponds to the merger of EMS-98 damage levels D1 to D3; the corresponding drift threshold is 0.14\%, based on the values of $d_y$ and $d_u$. The second damage state corresponds to a near-collapse/collapse configuration and it includes both D4 and D5 damage levels; it is reached when the inter-story drift attains 0.68\%.

3 MODELLING OF EPISTEMIC UNCERTAINTIES

This section is devoted to the definition of the sources of uncertainties that intervene in the fragility functions derivation.

3.1 Distribution of mechanical properties

First, a small set of mechanical parameters for the steel and concrete materials are assigned a probabilistic distribution to account for local variations and differences in the quality of the materials used during the construction. Several past studies (Zentner 2011, Jalayer et al. 2010, Rota et al. 2010, among others) have proposed variation ranges for different types of materials. Based on the existing literature and the Eurocode guidelines (Eurocode 2 2005) as well as

Figure 1: 3D view of the finite element model of the test structure.
FEMA recommendations (ASCE 2007), some average variations ranges are proposed for four mechanical properties (see Table 2).

Lower and upper bounds are also assigned to these mechanical properties to prevent the sampling of unrealistic values. This procedure is equivalent to defining an truncated lognormal distribution, where the bounds are set at ±2 standard deviations. Finally, it should be noted that the variation in the steel and concrete parameters is only introduced in the RC-frame elements, and the characteristics of the trusses that are used to model the infill walls remain unchanged.

### 3.2 Types of structural models

The influence of the occurrence of different damage mechanisms is also studied, by altering the deformation pattern along the building height. To this end, the value of the section of steel reinforcements is altered in the first two stories of the building. Thanks to this procedure, three variants of structural models are generated, each one of them inducing damage concentration at different stories:

1. steel reinforcements are uniform in the first two stories and the largest deformations occur in the first story;
2. section of reinforcements is doubled in the first story and increased by 50% in the second story, leading to an increased participation of the first two stories to the lateral resistance and larger deformations in the third story; and
3. only the reinforcement section in the first story is doubled and the damage results in larger deformations in the second story.

These changes, therefore, alter the behavior of the structure in the non-linear range and enable selection of the stories that are likely to be damaged the most. This may have a non-negligible impact when static or dynamic analyses are performed during the derivation of fragility functions. The pushover curves for the three models are represented in Figure 2. The peaks at the beginning of the curves represent the stiff stories that undergo an early strength degradation due to the failure of infill walls. When comparing the three curves, the difference in the levels of displacement where the peaks occur results directly from which story is affected first by the incremental horizontal loading. In the case of model 1, the infill in the first story is the first to endure failure (i.e. the single peak on the blue line) and the global response of the building is almost solely conditioned by the behavior of the first story. In the case of models 2 and 3, a second peak (i.e. on the red and green lines) represents the failure of the second or third stories, due to the improved resistance of the first story of the RC frame, which compels the next stories to contribute to the deformation distribution. However, it can be noted that the initial stiffness of the building remains unchanged, as well as the global behavior in the near-collapse range.

### 3.3 Types of fragility models

Finally, the last source of uncertainty that is considered in this study results from the choice of the type of structural analysis that is performed to develop fragility functions. Both static and dynamic procedures are implemented to derive fragility curves from the building’s mechanical model.

Firstly, based on the static pushover analysis of the structure, a capacity-spectrum method (Fajfar 1999) is used to estimate the performance point of the structure by comparing the capacity curve and the demand spectrum. A lateral static load is applied to the structure, along its longitudinal direction, to generate the pushover curve. The latter is then converted into an acceleration-displacement response spectrum (ADRS) by using the first-mode transformation. The determination of the performance point is carried out with an iterative process that uses inelastic demand spectra with ductility-based reduction factors (Fajfar 1999). In this study, response spectra from natural strong-motion records are used to account for the variability in earthquake shaking. A set of 200 records are selected and applied with the capacity-spectrum approach, resulting in the generation of 200 performance points for each capacity curve. Ground motions have been selected from various databases (Ambraseys et al. 2004, PEER 2011) and they have been chosen so as to span a wide range of ground-motion characteristics, such as amplitude, frequency content and duration. An automated procedure to determine the performance point from unsmoothed de-

---

### Table 2: Probability distributions of mechanical properties for concrete and steel.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Probabilistic model</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete compressive strength</td>
<td>$f_c$</td>
<td>lognormal</td>
</tr>
<tr>
<td>Concrete initial Young’s modulus</td>
<td>$E_{c0}$</td>
<td>lognormal</td>
</tr>
<tr>
<td>Steel yield strength</td>
<td>$f_y$</td>
<td>lognormal</td>
</tr>
<tr>
<td>Steel elastic Young’s modulus</td>
<td>$E_{s0}$</td>
<td>lognormal</td>
</tr>
</tbody>
</table>

---

**Figure 2:** Pushover curves of the three structural models, using the mechanical properties from Table 1.
mand spectra has been used, which is adapted from the CAsP (Capacity Assessment Program) procedure developed by Rossetto and Elnashai (2005). Finally, the coordinates of the performance points (i.e. spectral displacement and acceleration) are converted back into inter-story drift and spectral acceleration at the first mode (i.e. at $T_1 = 0.33$ s). A simple regression procedure is then performed on the ‘cloud’ of points (Cornell et al. 2002) to obtain the fragility curve parameters for each model.

In addition, a series of non-linear time-history analyses are also performed on each model. The same set of ground motions as in the static analysis is used. Accelerograms are applied at the base of the structure, along the longitudinal direction. Maximum transient inter-story drifts are then used to represent the structural response for each applied accelerogram. Similarly to the static procedure, a regression is performed on the pairs [SA($T_1$ = 0.33 s), drift], resulting in the estimation of the median and the standard deviation of the associated fragility curves.

Table 3 displays the fragility parameters for each of the three structural models and each of the analysis procedures (i.e. static and dynamic). For now, the variability in the mechanical properties is not accounted for and only the original deterministic values from Table 1 are used for each model. A good agreement is found between the fragility parameters obtained from static pushover procedure and time-history analyses, even though the static procedure has a tendency to overestimate the ‘yield’ damage probability and underestimate the probability of ‘collapse’ state, when compared to the results from dynamic analysis. These differences may be cause by the bilinearisation of the pushover curves, which has a tendency to attenuate the effects of the peaks (i.e. corresponding to the failure of infill walls, see Figure 2). Therefore, the global strength of the building may be underestimated in the elastic range (i.e. until $d_y$ is reached), while the bilinear curve induces a steady plateau up to $d_y$, which is not the case in the actual pushover curve. Moreover, the sudden strength reduction due the failure of infill walls might induce a global failure of the building under dynamic loading and this phenomenon is not accounted for in the static pushover analysis. A slight underestimation in the prediction of collapse state by the static pushover analysis has also been observed by Mwafy and Elnashai (2000) in their analysis of a group of RC structures. Finally, the standard deviation of the fragility curves is also greater when using the capacity spectrum approach. This might result from the use of unsmoothed response spectra during the estimation of performance points because the curves are jagged in ADRS space and the accuracy of the determination of the intersection with the capacity curve is consequently affected.

<table>
<thead>
<tr>
<th>Model</th>
<th>Procedure</th>
<th>Yield</th>
<th>Collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>static</td>
<td>3.42</td>
<td>18.48</td>
</tr>
<tr>
<td></td>
<td>dynamic</td>
<td>4.17</td>
<td>15.35</td>
</tr>
<tr>
<td>2</td>
<td>static</td>
<td>3.59</td>
<td>20.30</td>
</tr>
<tr>
<td></td>
<td>dynamic</td>
<td>4.33</td>
<td>16.55</td>
</tr>
<tr>
<td>3</td>
<td>static</td>
<td>3.49</td>
<td>18.34</td>
</tr>
<tr>
<td></td>
<td>dynamic</td>
<td>4.34</td>
<td>16.63</td>
</tr>
</tbody>
</table>

4 SENSITIVITY ANALYSIS

The objective of this section is to rank in terms of importance the different sources of epistemic uncertainty, namely the four mechanical parameters, the type of structural model and the analysis procedure (static or dynamic), as described in section 3. A efficient technique can rely on variance-based sensitivity global analysis (GSA), which can provide the main and the total effects (defined using the Sobol’ indices) associated to each source of uncertainty (Saltelli et al. 2008, among others). In this approach, the epistemic uncertainty associated to the choice of the structural model and the type of procedure is accounted for by assigning an indicator (denoted C), i.e. a discrete random variable taking two or three integer values, namely $\{1, 2, 3\}$ and $\{1, 2\}$ for the structural model and the procedure, respectively. The estimation of the Sobol’ indices can be conducted using different algorithms, like the Monte-Carlo-based Sobol’ algorithm (Saltelli 2002). See Saltelli et al. (2008) for a more complete review and a full mathematical description.

4.1 Meta-modeling strategy

On the other hand, GSA requires a large number of model evaluations (of the order of thousands), which is hardly applicable for long-running numerical codes. In the present study, one single simulation requires around half an hour to run. This problem can be solved by using meta-modeling techniques (Storlie et al. 2009, among others), consisting in replacing the numerical model by a mathematical approximation referred to as a ‘meta-model’ (also named ‘response surface’, or ‘surrogate model’). These approximations are characterized by short run times and hence can be run many times.

We, therefore, propose to construct a meta-model approximating the model output as a costless-to-evaluate function of the four continuous input mechanical variables. In this view, 40 learning samples were randomly selected (within the admissible bounds of each of the four mechanical parameters, see Table 2) using a Latin hypercube design (McKay et al. 1979) in combination with the ‘maxi-min’ space-filling design criterion (Koehler and Owen 1996). For each of these combinations, the four different outputs are evaluated (using a com-
puter grid architecture of 64 CPUs). Several types of meta-models exist, e.g.: simple polynomial regression techniques, non-parametric regression techniques, kriging modeling and artificial neural networks. Because of the high non-linearity of the numerical model, we used the recently-developed ‘Adaptive CComponent Selection and Shrinkage Operator’ surface-approximation procedure (Storlie et al. 2010). The approximation quality is assessed based on the coefficient of determination using the package CompModSA (http://cran.r-project.org) of the R software (http://www.R-project.org/).

The afore-described procedure is conducted for each of the $3 \times 2 = 6$ combinations of different types of models and procedures and for four model outputs, namely the two median values and the two standard deviations ($\alpha_y$, $\beta_y$, $\alpha_c$ and $\beta_c$). In total, $6 \times 4 = 24$ meta-models were constructed, each of them reaching a high (greater than 94%) coefficient of determination.

4.2 Computation of the main and total effects

We calculated the main and total effects using the Monte-Carlo algorithm of Saltelli (2002). Depending on the values of both indicators of the structural model and the analysis procedure, a different meta-model among the 24 is selected to evaluate the sensitivity indices. Main effects represent the first-order contributions of each parameter, without accounting for interaction terms, and they are generally used to rank the influence of the different sources of uncertainties. Total effects, on the other hand, include the contribution of the interaction terms (e.g. the mixed contribution of two or more different parameters) and they can be used to evaluate the complexity of the model.

Figure 3 presents the results using 20000 Monte-Carlo samples. Note that preliminary convergence tests showed that this number of Monte-Carlo samples gives satisfactory convergence. Several observations can be made:

- using the main effects as a measure for uncertainty ranking (Saltelli et al. 2008), we show that the type of analysis procedure (static or dynamic) influences the most (with main effect exceeding 50%) $\alpha_y$, whereas all sources of uncertainty appear at approximately the same level for $\alpha_c$ (below 20%);
- using the total effects as a way of identifying negligible parameters (Saltelli et al. 2008), we show that no sources of uncertainty can be neglected considering both $\alpha_y$ and $\alpha_c$ (given that the total effects all exceed 10%);
- the type of analysis procedure (static or dynamic) influences the most (with a main effect exceeding 80%) both $\beta_y$ and $\beta_c$;

5 DISCUSSION

As shown by Figure 3, the global variability in the fragility models is mainly explained by the type of analysis procedure (i.e. criterion C2). This observation is corroborated by the fragility parameters in Table 3, where the differences between parameters from static and dynamic analyses are greater than the ones observed between the structural models. Since the effects from the variability of the other parameters appear to be overpowered by the criterion C2, it has been decided to compute first-order Sobol’ indices (i.e. the main effects) for each of the analysis procedures taken separately (see Figure 4).

It can be observed on Figure 4 that the main effects of the different parameters are very low when the static procedure is used (i.e. the rest of the effects I, representing the interaction terms, is high, around 70%). Conversely, in the case of the dynamic analyses, main effects of some parameters are more significant (i.e. more than 20%) and the role of the interactions seems to be reduced (i.e. lower values for I). One of the possible interpretations of these results could
be that a dynamic procedure might be able to better represent the contribution of the uncertain parameters through first-order approximations; whereas, in the case of a static procedure, the role of each parameter taken individually is not clearly translated into the final results, therefore requiring the use of interaction terms to build a sound model. One has to note also that the main effects of $E_s$ and $C1$ are the highest, which means that the variability of the Young’s modulus for concrete and in the choice of the structural model are mainly influencing the structural response in this specific case. The effect of the type of structural models is even more visible when the structure is in the nonlinear range, i.e. for the fragility parameters for the ‘near-collapse/collapse’ damage state, which is in agreement with the assumptions made in Section 3.2.

These results on fragility parameters can also be propagated to scenario-based damage estimates, which are easier to understand by local planners in terms of uncertainties in losses, for instance. To show the discrepancies induced by the different uncertainties, the 40 learning samples from the mechanical parameters analysis have been used to plot numerous combinations of fragility curves (i.e. $40 \times 3$ structural models $\times 2$ analysis procedures $\times 2$ damage states, giving 480 curves), which are represented in Figure 5. This allows for a better visualization of the effects on the parameters of the fragility curves ($\alpha$ and $\beta$). The derived curves seem to be well constrained, especially for the yield damage state, despite all the uncertainties that were introduced.

Based on the series of curves from Figure 5, some hypothetical scenarios are carried out, by considering a constant hazard level over an area containing 100 buildings of the type studied here. There is no physical reality behind this scenario, as the aim is only to demonstrate the implications of uncertainties in a fragility function on the results of a given damage assessment. Three arbitrary hazard levels are selected (SA(T1) equal to 2.5, 10 and 20 m/s$^2$), to evaluate the resulting damage at various positions of both fragility curves (i.e. around the median and at the extremities of the distribution).

The damage distributions shown in Figure 6, resulting from the series of fragility functions computed earlier, confirms that both types of analytical procedures tend to give similar results. Results are, for example, almost identical for SA(T1) = 10 m/s$^2$ because this value corresponds to a position where the fragility curves from both types of analyses are almost overlapping (see Figure 5). On the other hand, the discrepancies are more visible when the extremities of the distributions are solicited, due to the increasing influence of the fragility parameter $\beta$. This effect has most consequences at the lower ends of the distribution (i.e. weak shaking), where the relative gap between small probability values can induce large differences when many buildings are assessed in the context of an urban risk scenario. For instance, for SA(T1) = 2.5 m/s$^2$, the damage distribution based on the static pushover approach estimates around 30 buildings in the D1 damage state, whereas the one that is based on dynamic analyses suggests that only around 15 will be in this state. Even if one may argue that the order of magnitude is comparable, this two-to-one ratio may still be a source of large inaccuracies when global scenario-based losses are assessed at a regional or urban scale.
6 CONCLUSIONS

In this study, we have presented an analysis of the uncertainties associated with the derivation of fragility curves for mid-story pre-code RC buildings, which are common in many parts of the world. We considered three sets of uncertainties: the material properties, the overall structural behavior and the analysis type. A state-of-the-art sensitivity analysis is conducted using a series of meta-models (developed to make the required computations tractable) to understand the influence of the different choices and their interactions on the parameters of the lognormal fragility curves. It is concluded that the analysis type (capacity spectrum approach or nonlinear time-history analysis) has the largest impact on the fragility curves and the influence of the other choices is minimal. This choice can lead to a factor of two difference in the estimated number of damaged buildings for certain scenarios. The approach used for this analysis (Sobol’ indices) is a powerful technique for uncertainty analyses and it is recommended that it is applied for other structural types and other uncertain parameters to study whether the conclusions reached here are generally applicable. The hazard component has been left out of the present studies but future plans should include the sources of uncertainties associated with the hazard intensity estimation, so that all components within the risk assessment procedure can be compared in the context of a seismic scenario.
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