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ABSTRACT

The potential modification of hydrodynamic factors such as waves is a source of concern for many coastal communities because of its potential impact on shoreline evolution. In the northern Atlantic, swell is created by storm winds that cross the Atlantic following west-east tracks. These tracks are shifted more southward or northward depending on the season and on recurring large scale atmospheric pressure anomalies, also called teleconnection patterns. This study investigates the trends of sea wave patterns in the Bay of Biscay and relates their interannual variability to teleconnection patterns.

Sea wave parameter time series from the ERA-40 reanalysis from the ECMWF show a satisfying correlation with an in-situ buoy of Meteo-France during the time period they overlap. Using a K-Means algorithm, data from this 44-year long time series were clustered into a few sea state modes, each of them corresponding to an observable sea state associated with an averaged value for wave height, period and direction.

This analysis shows that most of the increase in annual mean sea wave height since the 1970’s is due to the fact that the relative frequency of occurrence of persistent observable sea states is evolving over the time: from 1970 to 2001, the data indicate that energetic north-west swell become more frequent than low energy intermediate sea states. Moreover, anomalies of the relative frequency of occurrence of observable sea states are related to large scale recurring pressure anomalies: principally the Northern Atlantic Oscillation (NAO), but also (during winters) the East Atlantic pattern (EA), as well other teleconnection patterns of the northern hemisphere (NOAA data).
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1. Introduction

Recently, there have been many studies presenting evidence of increasing sea wave height since the 1970’s in the North Atlantic. In the context of the increasing attractiveness of coastal areas, there is growing concern that this trend will continue in the future and combine with predicted sea level rise to intensify shoreline erosion (Wang et al. 2004, Nicholls et al. 2007, Dodet et al. 2010). Coastal sea waves are one of the major factors of shoreline evolution: they are created either by local winds (wind waves) or by storm winds in the deep ocean, which then propagate to the coast (swell). Coastal wave patterns are thus a function of offshore sea state conditions, nearshore winds, and local bathymetry. Therefore, large scale North Atlantic storminess contributes to the local hydrodynamic forcing. This paper investigates the relationship between large scale and local forcing by analysing the evolution of trends of sea wave states in the Bay of Biscay and relating them to climate variability in the northern Atlantic.

The trend of increasing sea wave height in Northern Atlantic is confirmed by analysis of visual data (Gulev and Grigoreva 2004), in-situ measurements (Figure 1; Table 1; Bacon and Carter 1991), hindcast models (Kushnir et al. 1997; Wang and Swail 2001 and 2002, Dodet et al. 2010), and remote sensing altimetry (Woolf et al. 2002). The trend was related to recurrent large scale atmospheric pressure anomalies, also called teleconnection patterns. Bacon and Carter (1993) established a positive correlation between two in-situ sea wave height time series of the northern Atlantic and the North Atlantic Oscillation (NAO), which is the dominant teleconnection pattern (Wallace and Gutzler 1981). This result is consistent with the fact that the positive phase of the NAO is associated with northward-shifted storm tracks (above 50°N) with a pronounced northeastern orientation and an increase in storm intensity (Rogers 1990). Moreover, Woolf et al. (2002) revealed the influence of the East Atlantic Pattern (EA) on sea wave height in the Northern Atlantic, relating the EA index to the
position of Atlantic storm tracks: during EA+ phases, storm tracks are located at lower latitudes (between 35°N and 50°N) and have a zonal orientation (Rogers 1990). Therefore, indices of northern Atlantic climate variability appear to be relevant features in explaining sea wave variability and trends. This is consistent with the fact that teleconnection patterns affect storminess in regions of the North Atlantic in Figure 1. The teleconnection patterns used in this paper are described in Table 2, together with the associated trends in storminess, as identified by Seierstad et al. (2007).

In the southern Bay of Biscay, however, the situation is less clear. Dupuis et al. (2006) investigated the relationship between sea wave parameters and teleconnection patterns. They analysed a 20-year time series from a waverider buoy moored at 26 meters depth off of Biscarrosse in the Bay of Biscay (Figure 1, Table 1) and found a positive correlation between the NAO and the wave period, but could not relate the NAO to sea wave heights. Moreover, they could not identify a significant trend during the 20-year period because the signal was highly instationary, the time series was relatively short, and the buoy was positioned near the coast and was likely influenced by coastal processes. More recently, Dodet et al. (2010) provided more insight on this issue by examining the spatial patterns of the correlation between the winter NAO index and single sea wave parameters in the Northeast Atlantic. They modelled waves using the NCEP/NCAR reanalysis winds and found that this index is well correlated with the peak wave period over all of the Bay of Biscay, but fits poorly with the 90th percentile sea wave height. With respect to the mean wave direction, the correlation worsens near the coast. These spatial patterns are consistent with the conclusions obtained by Dupuis et al. (2006) from the data of a single waverider buoy.

In this paper, a different approach is used to investigate how climate variability relates to local sea states in the Bay of Biscay: rather than looking for a possible influence of teleconnection patterns on a single sea wave parameter such as wave height or period, a link with the
observable sea states is investigated. Similar to Butel et al. (2002), observable sea states are defined here as a combination of the significant wave height, mean wave period and mean wave direction. As a matter of fact, large scale atmospheric patterns influence not only the wave height but also the period and direction, and these are the three most important parameters to describe the sea wave state from a coastal morphodynamics point of view. This study tests this approach on the Bay of Biscay and investigates the following two questions:

1. Can we relate the variability of local sea wave states to large scale atmospheric conditions?
2. How can we explain the long term trend of increasing sea wave height in terms of observable sea states?

This paper will proceed as follows: in section 2 (data and methods), long term wave data and methods for analysing sea states are presented together with the teleconnection pattern data. The results of the trend analysis and the relationship found between observable sea states and various teleconnection patterns are presented in section 3 and discussed in section 4. In section 5, the results are summarized, discussing their ability to answer the questions raised in the introduction.

2. Data and methods

a) wave data

This study uses the ERA-40 reanalysis of the ECMWF (Uppala et al. 2005), where the winds at 10m above sea level were used to model sea wave parameters from September 1958 to August 2002 (Sterl and Caires 2004), providing 6-hour estimates of spectral significant wave height, mean wave period (T), and mean direction (D) on a global 2.5° latitude x 2.5° longitude grid. The significant wave height (SWH), which is defined at the average height of the one-third largest waves, is a more common sea wave parameter than the spectral significant wave height. In deep water, these two terms can be considered as equal. In the following, it will be just referred to SWH.
The ERA40 data point located at 45°N/5°W near the Bay of Biscay was chosen for this study because of its offshore location, where it is minimally influenced by local coastal processes such as wave refraction, diffraction and bottom friction, but it is also close to the Gascogne buoy of Meteo France (45.2°N/5°W).

The ERA-40 reanalysis is not a homogeneous dataset because it progressively assimilates more and more data (e.g. remote sensing data since the 1970’s). A detailed review of these inhomogeneities can be found in Caires and Sterl (2001). Nevertheless, Caires et al. (2004) validated the use of ERA-40 data for the analysis of wave climate variability with comparisons to several datasets. However, they also pointed out that using the ERA-40 dataset for the analysis of extremes is not recommended, as SWH peaks are not well modelled. Thus, this study is focused on the analysis of averaged wave modes.

Since the ERA-40 waves are generated using the ERA-40 wind forcing only (there is no assimilation of waves observations), Caires and Sterl (2003) validated this dataset against available independent datasets, namely buoy and altimeter measurements. They reported a bias in the ERA-40 significant wave height data, with an underestimation of the highest values, and they pointed out that this bias tends to increase slightly with the mean wave period. An underestimation of the monthly mean period in the Atlantic Ocean of approximately -0.5s was reported (Caires and Sterl 2001), but no validation was performed at the basin scale for the directional wave data: due to inhomogeneities in the quality of the dataset, a proper validation would require in-situ directional wave observations during the entire span of the ERA-40 data.

As an additional evaluation of the precision and accuracy of ERA-40 wave parameters, we compared the ERA40 wave parameters from the point 45°N/5°W with the data of the Gascogne buoy of Meteo France (45.2°N/5°W) during the time period in which the datasets overlap, from July 1998 to August 2002. Twenty-nine outliers were excluded from the
Gascogne buoy dataset that was then resampled at 6-hour interval to match the ERA-40 dataset (see Figures 2 and 3). The ERA-40 SWH appears to be underestimated with a bias of -0.39m (Table 3). The linear correlation between the two datasets (see Figure 2) is very high ($R^2=0.93$) and significant at the 0.05 confidence level. A correction of the ERA-40 SWH values has been applied to the 1958 to 2001 ERA-40 period as defined by equation 1:

$$SWH_{ERA40-C} = 1.18 \cdot SWH_{ERA40} + 0.00424$$

(1)

In the next steps of the analysis, sea wave parameters are normalized, so the effects of this correction are limited to presenting more realistic SWH in the final results. With respect to the period, the correlation is lower ($R^2=0.75$, significant at the 0.05 confidence level), but it still shows good agreement compared to the operational models studied by Bidlot (2006). While Caires and Sterl (2001) identified an average negative bias in the North Atlantic basin for the period, the bias for the ERA-40 45°N/5°W point is about +2s (Figure 3). The scatter index, which represents the dispersion of the dataset, is about 17% for both SWH and T, with a RMS error of 60cm and 2.5s, respectively (Table 3). It should be noted that the resolution of the buoy dataset (0.1m for SWH and 1s for the period) reduces the quality of the comparison.

b) Sea state clustering

Clustering algorithms enable to obtain a synthetic picture of complex datasets, by classifying them in homogeneous classes based on defined resemblance criteria. Each class obtained by the clustering algorithm is identified by its barycentre. Data clustering classification seeks to partition the data such that each barycentre properly represents its class by minimizing the dispersion around it. Butel et al. (2002) used several unsupervised clustering algorithms for sea wave state datasets of the Bay of Biscay. We use a similar approach: the likeliness relation between two sea states is given by a normalized Euclidian scalar product in the \{SWH, T, D\} space:
\[ d\left( \begin{align*} \text{SWH}_i, \text{SWH}_j \\ T_i, T_j \\ D_i, D_j \end{align*} \right) = \left( \frac{\text{SWH}_i - \text{SWH}_j}{\sigma_{\text{SWH}_i}} \right)^2 + \left( \frac{T_j - T_i}{\sigma_T} \right)^2 + \left( \frac{D_j - D_i}{\sigma_D} \right)^2, \] (2)

where \( \{\text{SWH}_i, T_i, D_i\} \) are the significant wave height, mean period, and mean direction at timestep \( i \), and \( \sigma_x \) is the standard deviation of the subscripted parameter. The wave direction was rotated to avoid to arbitrary separate a homogeneous class possibly centred on the direction \( 0^\circ \): as there are very few waves coming from East North East direction (around \( 60^\circ \)), the parameter \( D \) was rotated of \( +60^\circ \) before the dataset clustering. Other norms could be considered: for example, replacing \( \text{SWH} \) by \( \text{SWH}^2 \) in formula (2) would lead to classifications of sea wave states based on wave energy density modes. Bertin et al. (2008) used this to identify a greater number of energetic wave classes. As the longshore transport is a function of \( \text{SWH}^2 \) and the peak period and direction, the energetic waves classes found through this approach were relevant for analysing longshore transport. However, this paper is limited to the analysis of hydrodynamic conditions, and all three parameters are considered as equally important to classify sea wave states.

Classification algorithms use various techniques to minimize the cost function (Butel et al. 2002) with a convergence criterion:

\[ s = \sum_{\mathcal{P} \in \mathcal{P}} \left( \sum_{\{\mathcal{H}_g, \mathcal{T}_g, \mathcal{D}_g\} \in \mathcal{C}} d\left( \begin{align*} \text{SWH}_g, \text{SWH}_g \\ T_g, T_g \\ D_g, D_g \end{align*} \right) \right), \] (3)

where \( \{\text{SWH}_g, T_g, D_g\} \) identifies the barycentre of class \( C \) for a given partition \( P \) of the sea wave state dataset. The cost function is a function of the barycentres \( \{\text{SWH}_g, T_g, D_g\} \), which has many local minima. This led Butel et al. (2002) to prefer the simulated annealing method of classifying sea wave state datasets, since this algorithm is able to escape from local optima to find a better minimum. However, our simulations show that the classical K-Means
clustering algorithm gives similar results to simulated annealing, providing sea state estimates consistent with those of Abadie et al. (2006).

An important site-dependant parameter of these clustering algorithms is the number of pre-defined classes. Choosing a higher number of classes allows more accurate representation of the original dataset, but it makes the interpretation of the results more difficult. Although mathematical criteria, such as the Bayesian Information Criterium, exist to help define the number of classes to use in the analysis, it is usually defined in an empirical way, after the analysis of several trials. In the Bay of Biscay, 12 sea wave classes were used to identify the most common sea wave states as well as rarer storm sea wave states (Butel et al. 2002).

c) Bivariate diagrams

In order to provide quantitative criteria for analysing sea wave states obtained by classification, Butel et al. (2002) present bivariate diagrams that display the empirical probability density of SWH versus T, as well as the barycentre obtained by classification. Several additional curves are added to support the analysis and distinguish wind seas, created by the local wind from swell and intermediary sea states. The so called “fully-developed” seas correspond to a theoretical limit of wind waves created by wind blowing over a long time and a large distance, so that the waves reach a theoretical equilibrium with the wind. This corresponds to a constant wave steepness $\xi$ of 1/19.7 in deep water (Pierson-Moskowitz, 1964):

$$\xi = \frac{2\pi \cdot SWH}{g \cdot T^2} = \frac{1}{19.7},$$  \hspace{1cm} (4)

where $g$ is the Earth’s gravity. This relationship forms a parabolic curve in the $\{SWH, T\}$ space.
Waves corresponding to swell and intermediate seas can be characterized by their age, which is obtained by solving the equation provided by Carter (1982) as a result of the Joint North Sea Wave Project (JONSWAP). In deep water, this relationship is:

\[
\frac{SWH}{T^2} = \lambda \left( \frac{g}{2\pi \cdot Age} \right)^{1/3}, \quad (5)
\]

where \( \lambda = 0.0408 \, m^{-1/3} \cdot s^{2/3} \). The wave age is a nondimensional parameter.

In deep water, the total wave energy in one wavelength per unit crest width is given by the equation (USACE, 2008):

\[
E = \frac{\rho \cdot g \cdot L \cdot SWH^2}{8} = \frac{\rho \cdot g^2 \cdot T^2 \cdot SWH^2}{16 \cdot \pi}, \quad (6)
\]

where \( \rho \) is the sea water density and \( L \) the wavelenth. This relationship forms hyperbolic curves in the \( \{SWH, T\} \) space.

Finally, once these curves are drawn in the bivariate diagram, the waves classes found by unsupervised clustering can be grouped using the following criterion:

- Waves lying between the Pierson-Moskowitz curve (Steepness=1/19.7) limit and the curve Age=0.8 can be considered as wind seas
- The most aged waves are usually considered as swell. Typically, Butel et al. (2002) consider that waves lying bellow the constant age curve that separates the wave dataset in two equal parts can be considered as swell.
- Other waves lying between the curve Age=0.8 and the swell limit used for the previous criteria can be considered as intermediate waves between swell and wind sea (Aarnes and Krogstad, 2001).
- Curves showing iso-energy fluxes also enable to identify more energetic wave conditions associated to storms as well as low energy waves.
- Finally, waves showing similar direction or occurring during the same season can also be grouped together.

Using these criteria allows to better identify the nature of each wave class and to eventually group them upon these similarity criteria.

*d) Teleconnection patterns*

Time series of teleconnection patterns are obtained from the NOAA Climate Prediction Center. The teleconnection patterns used here are those described by Barnston and Livezey (1987) and are obtained by applying an orthogonal rotated principal component analysis of monthly 700mb heights means over the northern hemisphere.

### 3. Results

*a) Wave climate in the Bay of Biscay*

The 1958-2001 corrected sea wave data from ERA-40 were classified into 12 modes using the K-means algorithm (Table 4) and plotted in the bivariate diagram (Figure 4). Each identified class is described by its barycentre. The seasonality of these wave classes, shown in Figure 5, reveals more energetic winter waves and lower energy summer waves. The criteria provided in § 2c provide an objective framework based on wave age and energy flux to distinguish these classes using the bivariate diagram (Figure 4). This enables the grouping of the 12 classes into three wave types: swell, wind sea waves, and intermediate sea states.

As stated in § 2c, the duplets lying between the curve Age=0.8 and Steepness=1/19.7 in Figure 4 can be considered as wind seas. Since class A is lying on the curve Age=0.8, and an eastern wind is associated with this class, class A can be considered as wind waves associated with winds coming from the continent.

The most aged waves (over Age=6.56) are swell (classes G, H, I, J). They can be divided into low energy summer swell (classes G and H) and high energy winter swell (classes I and J),
hereafter called SWELL 1 and SWELL 2, respectively. SWELL 1 are characterized by relatively low wave heights, long periods and a north-west direction. They occur predominantly during the summer season and occur during 32% of the ERA-40 reanalysis period. SWELL 2 are characterized by large wave heights, long periods, and north-west directions. They are more frequent in winter and occur during 17% of the ERA-40 reanalysis period.

Classes between the ages of 0.8 and 6.56 represent intermediate sea states between swell and wind sea waves (Classes B, C, D, F, E, K and L). In this range of wave heights, these wave classes are characterized by low periods. They can be divided into two groups: (1) low energy intermediate sea states hereafter called INTER 1 that are more frequent in summer (classes B, C and D); (2) moderate energy intermediate sea states (INTER 2) that are more frequent in winter (Classes E and F); and (3) high energy intermediate sea states (STORM) that correspond mainly to winter storms (Classes K and L). Classes F, K, and L actually include some wind sea waves. Nevertheless, because of their direction and of their barycentre being located below the Age=0.8 curve, they include more intermediate sea states than wind seas and are considered as such. All of these waves originate from the north-west, except class B, which comes from the north. Those waves are created by relatively gentle north-west winds, but their development is limited by a geographical constraint: as the British Isles are located north of the ERA-40 point, the fetch cannot be sufficiently large to generate more developed sea states.

The seasonality and wave flux energy criteria are used to consider a group formed by STORM and SWELL 2 waves, which correspond to the most energetic waves and will be referred to as SWELL 2 + STORM hereafter. Low and moderate energy intermediate waves (INTER 1 and INTER 2) will be referred to as INTER hereafter.

b) SWH trend
This paragraph investigates how the trend of increasing wave height in the northeastern Atlantic since 1970 can be explained using the above classification. From 1958 to 1970, no significant trend appears in the ERA40 SWH signal at the 45°N/5°W node. Between 1970 and 2001, however, an increase of 0.8 cm/year is calculated in the annual mean SWH (Table 5), with a probability higher than 99.3% for this trend to be significant. According to the ERA-40 model, the trend leads to an increase of about 25 cm in SWH at the 45°N/5°W node for the last 31 years of the re-analysis.

Three different assumptions can be made to interpret this trend in terms of observable sea states: the increase in sea wave height could correspond to (1) an increase of the average SWH of all or certain wave groups, (2) a different relative frequency of occurrence of already existing wave groups, or (3) the emergence of new wave class.

Using geomorphological indicators of the French Atlantic coast, Hénaff (2008) suggests that 1985 was the transition from a more zonal to a more meridional sea wave orientation. Hypothesis (3) was tested by classifying ERA40 sea wave time series over two different periods from 1958 to 1984 and from 1985 to 2001 to identify the appearance of new classes. The results of clustering over these two different periods revealed similar barycentres, thus refuting the hypothesis of the emergence of new sea state classes after 1985.

The relative importance of assumptions (1) and (2) can be estimated approximately as follows: mean sea wave height over a given period of time can be calculated by adding the weighted means of SWH over this period of time, for each set C of the partition P of sea wave states found after the K-Means clustering. Therefore, \( \bar{SWH} \) being the mean SWH for the 40 years of the ERA-40 reanalysis, \( SWH_x \) being the mean of the significant wave height for the set X and \( p_x \) being the relative frequency of occurrence of the set X, leads to the following equation:
\[
SWH - \overline{SWH} = \sum_{x \in P} p_x \cdot (SWH_x - \overline{SWH}) \quad (7)
\]

which provides an approximation for small variations of SWH over a given period of time:

\[
\Delta SWH = \sum_{x \in P} p_x \cdot \Delta SWH_x + \Delta p_x \cdot (SWH_x - \overline{SWH}) \quad (8)
\]

In this equation, the variations due to SWH changes within a given class \(X\) and those due to the relative frequency of occurrence changes \(p_x\) are isolated. In practice, the relative importance of the \(p_x \times \Delta SWH_x\) terms dominate over the relative importance of \(\Delta p_x \times SWH_x\) terms, accounting for about 75% of SWH increase. The three major contributions in equation (8) are from \(p_{SWELL2} \times \Delta SWH_{SWELL2}\), \(p_{INTER} \times \Delta SWH_{INTER}\), and \(\Delta p_{INTER} \times (SWH_{INTER} - \overline{SWH})\), accounting respectively for approximately 40%, 25% and 15% of SWH increase. These trends correspond to the significant trends in Table 5. Therefore, the identified sea state classes remain persistent in time, and the evolution of relative frequency of occurrence of these groups accounts for most of the SWH trend between 1970 to 2001.

c) Links between teleconnection patterns and sea wave states: annual means

While the annual mean relative frequency of occurrence of SWELL 1 waves remains relatively stable during the ERA-40 period, the relative frequency of occurrence of the most energetic waves (SWELL 2 + STORM) show important interannual variability. SWELL 2 + STORM relative frequency of occurrence anomalies (compared to the mean over the ERA-40 simulation period) and the NAO index have been plotted together in Figure 6. A positive anomaly of the SWELL 2 + STORM relative frequency of occurrence is generally observed during NAO+ years, which indicates a relationship between this large-scale persistent atmospheric anomaly and local sea waves in the Bay of Biscay. This is confirmed by the correlation coefficient between the annual (civil year) NAO index and the annual relative frequency of occurrence of SWELL 2 + STORM (\(R=0.63\); see Table 6), which is significant at the 0.05 confidence level.
On the opposite, there are more waves of WIND SEA and INTER during NAO- years. The correlation coefficient between the NAO index and the annual relative frequency of occurrence of WIND SEA and INTER are -0.31 and -0.46, respectively (both significant at the 0.05 confidence level; see Table 6).

Finally, the annual relative frequency of occurrence of SWELL 1 and INTER 1 remain more stationary than the other wave types over the ERA-40 reanalysis period (Table 7).

Using the annual mean relative frequency of occurrence of waves types, no evidence of the influence of other teleconnection patterns on sea wave climate in the Bay of Biscay could be found, with the exception of EA, which is correlated with INTER 1 relative frequency of occurrence and of EP/NP (a northern pacific pattern), which is correlated with SWELL 2 + STORM. These results are discussed in § 4.

d) Links between teleconnection patterns and sea wave states: winter means

During winter months, SWELL 1 waves become less frequent so that SWELL 2 and STORM wave groups become dominant (Figure 5). Thus, during this season, the sensitivity of waves to teleconnection pattern variability is expected to be most apparent.

As a matter of fact, the correlation between the NAO index and the SWELL 2 + STORM relative frequency of occurrence during winter is significant at the 0.05 confidence level (R=0.58), and in addition, the East Atlantic pattern also is correlated with STORM + SWELL 2 relative frequency of occurrence anomaly during the winter (R=0.56; significant at the 0.05 confidence level) (Table 7). If the period of interest is restricted to single months during the winter, the correlations show that the relative influence of the NAO, EA, and EA/WR varies from one month to another: while in January, February and March, the NAO accounts for most of the variance of the SWELL 2 + STORM relative frequency of occurrence variability behaviours, the EA explains most of this variance in December (R=0.56). As an attempt to explain this, one can notice that EA explains 11% of the variance of mean 700mb height in
December, while this value is below 9.5% for all other months and is even below 5% when February is excluded (Barnston and Livezey, 1987). Thus, this teleconnection pattern is expressed mostly in December so that during this month, a larger manifestation of EA would be expected.

4. Discussion

a) Use of clustering algorithm

Instead of analysing a single sea wave parameter, we used a clustering algorithm to consider three wave parameters (significant height, period and direction) equally to finally enable the identification of observable sea states and attempt to explain previously observed trends. From a methodological point of view, this technique provides a practical framework to describe long time series of wave parameters with only several dominant modes.

An important issue is the sensitivity of the final results to the classification. A key parameter to define is the number of classes defined by the user prior to applying the K-Means algorithm. As stated above (see § 2b), there is a trade-off between (1) few classes, potentially causing oversimplification and poor representation of the observed sea wave signal, and (2) many classes, ignoring the initial objective of simplifying the signal. Using their knowledge of the hydrodynamic conditions in the Bay of Biscay, Butel et al. (2002) showed that 12 classes was an appropriate trade off, but this value is site-dependant and would need to be reconsidered in other seas of the world.

Once the number of classes is chosen, bivariate diagrams can be used to qualify each class and group them. Here, quantitative criteria can be used: mean direction of each class, Pierson-Moskowitz (1964), wave iso-age curves such as in Butel et al. (2002), and also energy fluxes (see § 2c and § 3a). Our experience from the number of tests performed within this study is that the sensitivity of the final results to the classification and grouping mainly lies in the choice of an appropriate number of classes. In other terms, once the classes correspond to the
main observable sea states, an extensive analysis of the links between teleconnection patterns and those sea wave states can be performed.

b) Links between teleconnection patterns and sea wave states: annual means

Our results confirm that large scale atmospheric anomalies partly control the sea wave climates in the Bay of Biscay. With respect to the annual means, the correlations found in Table 6 show that a more intense positive NAO index generally leads to higher relative frequency of occurrence of SWELL 2 and STORM and a smaller frequency of occurrence of INTER, particularly INTER 2. This can be related to typical storm tracks associated to NAO+ and NAO-: NAO+ is associated with stronger, northward-shifted winds over the northern Atlantic, while NAO- is associated with weaker southward-shifted winds. This agrees with the interpretation of Dupuis et al. (2006): as storm tracks shift northward to the Greenland-Icelandic region during NAO+, the waves travel a longer distance to reach the Bay of Biscay. Consequently, when these waves propagate to the Bay of Biscay, their height is attenuated and their wavelength increases because of the dispersive character of sea wave propagation. The fact that the largest waves and longest periods are associated with positive phases of NAO is thus consistent with an intuitive analysis.

Other correlations can be also related to intuitive analysis: winds coming from the continent will typically occur when the NAO index is negative, explaining the significant correlation observed between WIND SEA relative frequency of occurrence and NAO-.

With respect to the significant correlation between EP/NP and SWELL 2 + STORM relative frequency of occurrence, this result might seem surprising, but it is consistent with the results of Seierstad et al. (2007) who found an increase of one standard deviation of the EP/NP index to be associated with a statistically significant increase of storminess in the Bay of Biscay.

As INTER 1 does not correspond to stormy winds, this kind of wave was not a point of focus in previous studies. However, Table 6 shows that the correlation of the INTER 1 relative
frequency of occurrence with EA is significant. This seems to correspond to the case where a positive EA index is associated with relatively weak western winds creating waves over the eastern Atlantic, which causes intermediate seas in the bay of Biscay.

Having mentioned those two specific cases, Table 6 confirms that when considering annual means, the NAO remains the most relevant teleconnection pattern to consider when relating the Bay of Biscay’s sea wave states to teleconnection patterns.

c) Links between teleconnection patterns and sea wave states: winter means

Table 7 confirms the links between local wave climate and NAO in winter, but also the influence of other teleconnection patterns on sea can be highlighted: in Table 7, the correlation between EA and STORM can be related to the results of Seierstad et al. (2007), who showed that EA+ phases are associated with storms affecting the east central part of northern Atlantic region (Figure 1). The wave group STORM is thus related to typical EA+ storms, which are created closer to the Bay of Biscay. They are thus characterised by larger wave heights and shorter periods, which explains their proximity to the wind sea theoretical limit (Age=0.8) in Figure 4.

Similarly, positive phases of the EA/WR pattern also lead to more SWELL 2 waves and less STORM waves: this is consistent with the fact that positive phases of this pattern are associated with fewer storms in the Bay of Biscay according to Seierstad et al. (2007).

Nevertheless, it must be noted that non intuitive relationships between sea wave state and teleconnection patterns can also be reported. Another relation between the West Pacific pattern and positive anomalies of the SWELL 2 relative frequency of occurrence during winter remains unexplained as Seierstad et al. (2007) did not report significant storm changes in northern Atlantic for positive phases of the WP (Table 2).

This focus on winter sea wave state variability confirms the influence of teleconnection patterns other than the NAO. Most of this influence corresponds to basic intuitive relations
between teleconnection patterns, storminess and sea states, with the notable exception of the WP. In this context, sea wave height trends relate to climate variability in northern Atlantic: particularly, the increase of SWH from 1970 to 2001 can be related with recurring yearly means NAO+ anomalies.

5. Conclusion

One major motivation to study sea wave variability is its possible consequences in terms of erosion of the shoreline. West in the Bay of Biscay, the 240km-long Aquitaine sandy coast is exposed to energetic and slightly shore-oblique waves that account for longshore currents and drift (Komar and Inman 1970). Castelle et al. (2007) extensively described the very active morphodynamic processes of this environment, showing waves as an important forcing agent. Dodet et al. (2010) even suggested that changing wave patterns could be an additional explanation for increased erosion over the last 50 years in Western Europe. In this context, this study focused on the two questions set out in the introduction:

1. Can we relate the variability of local sea wave states to large scale atmospheric conditions? A link exists between the annual relative frequency of occurrence of wave types in the Bay of Biscay and interannual variability of the NAO. During NAO+ periods, stronger winds cross the northern Atlantic and create larger waves, here classified as SWELL 2 + STORM. NAO- is characterized by weaker winds and more southern oriented winds over the north Atlantic. The Bay of Biscay is then under the influence of WIND SEA or INTER waves. The correlation is even more obvious during the winter season. The summer season is mostly characterised by SWELL 1 waves that are not affected by NAO variability. The influence of other teleconnection patterns on North Atlantic storminess is also confirmed: EP/NP annually and EA, EA/WR, and, surprisingly WP in winter.

2. How can we explain the long term trend of increasing sea wave heights in terms of observable sea states?
The long term increasing trend since 1970 can be explained mostly by an increase of the relative frequency of occurrence of the most energetic swell group (SWELL 2), then, to a lesser extent, by a decrease of the relative frequency of occurrence of low energy intermediate waves (INTER 1) and finally by an increase of mean sea wave heights for this same group.

From a methodological point of view, this study shows the relevance of using sea wave clustering to relate observable sea states to large scale climate variability indices. This approach makes the correlation between the teleconnection patterns and sea wave climates easier to interpret. Key prerequisites are the existence of a sufficiently long sea wave data time series, including height, period and direction, and the existence of in-situ observations to validate the data if it originates from a model.
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Figure 1. Map of the North Atlantic indicating the location of sea wave data (see Table 1) and wave generation regions (see Table 2) considered in this study.

Figure 2. A regression curve of ERA-40 modelled SWH versus the Gascogne buoy observations during the overlapping time period from July 1998 to August 2002. Gray scaling indicates the dataset density.

Figure 3. Comparison of SWH and T modelled in ERA-40 versus the Gascogne buoy observations over a subset of the overlapping period from January 2000 to January 2001.

Figure 4: Bivariate diagram plotting T against SWH. Contour lines are plotted around 100%, 85%, 51%, 26% and 8% of the dataset. Barycentres obtained by classification are designated according to Table 4 together with their mean direction. The curve of constant steepness 1/19.7 corresponds to fully developed seas. Waves located above the curve of a constant age of 0.8 correspond to wind seas. The curve corresponding to a constant age of 6.56 corresponds to the mean (50% of the waves are lying below this curve). The iso-energy fluxes are also plotted for the 50th, 75th and 90th percentiles, corresponding respectively to values of 620kJ/m, 1.6MJ/m, 4.2MJ/m.

Figure 5. Seasonal occurrence of the 12 classes for the period 1958-2001

Figure 6. Time series of mean annual NAO index (histogram) compared to annual occurrence anomalies of SWELL 2 + STORM waves (thin bars)
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9. Tables

Table 1. Sea state datasets referred to in this study

<table>
<thead>
<tr>
<th>Code</th>
<th>Name</th>
<th>Acquisition</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEV</td>
<td>Seven Stones Light Vessel</td>
<td>1962 to 1986</td>
<td>Bacon &amp; Carter 1991</td>
</tr>
<tr>
<td>BISC</td>
<td>Biscarrosse buoy</td>
<td>1980 to 2000</td>
<td>Dupuis, 2006</td>
</tr>
<tr>
<td>GASC</td>
<td>Gascogne buoy</td>
<td>1998 to present</td>
<td></td>
</tr>
<tr>
<td>ERA-40</td>
<td>ERA-40 reanalysis Gascogne point</td>
<td>1957 to 2001 (Model)</td>
<td>Caires &amp; Sterl 2001</td>
</tr>
</tbody>
</table>

Table 2. Teleconnection patterns considered in this article and changes in storminess in the North Atlantic associated with a positive index value of one standard deviation (See Figure 1) (Seierstad et al. 2007). Teleconnection patterns quoted here are those defined by Barnston and Livezey (1987).

<table>
<thead>
<tr>
<th>Teleconnection pattern</th>
<th>Associated storminess anomaly in northern Atlantic for a positive phase of the index (Seierstad et al. 2007)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAO</td>
<td>Increased storminess in the south Greenland and Iceland regions. Decreased storminess off Spain</td>
</tr>
<tr>
<td>EA</td>
<td>Increased storminess in the Central Eastern Atlantic</td>
</tr>
<tr>
<td>EA/WR</td>
<td>Decreased storminess in the Bay of Biscay. Increased storminess in the central part of Northern Atlantic</td>
</tr>
<tr>
<td>EP/NP</td>
<td>Increased storminess in the Bay of Biscay</td>
</tr>
<tr>
<td>WP</td>
<td>West pacific pattern not creating significant storminess changes over Northern Atlantic after Seierstad et al. 2007</td>
</tr>
</tbody>
</table>

Table 3. Comparison between the Gascogne buoy data set and the ERA40 dataset. The scatter index is defined as the standard deviation of the error normalised by the observation mean [following Bidlot et al. (2001)].

<table>
<thead>
<tr>
<th>Significant wave height (SWH)</th>
<th>Mean period (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>RMS error</td>
</tr>
<tr>
<td>-40cm</td>
<td>60 cm</td>
</tr>
</tbody>
</table>
Table 4. Results of the wave classification in the Bay of Biscay

<table>
<thead>
<tr>
<th>Wave class name</th>
<th>Description (Type, incident direction, saisonnality)</th>
<th>Class barycentre</th>
<th>Mean yearly occurrence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>WIND SEA / ENE / annual</td>
<td>2 m 6.2 s 62°</td>
<td>3.4 %</td>
</tr>
<tr>
<td>B</td>
<td>INTER 1 / N / annual</td>
<td>1.6 m 6.6 s 2°</td>
<td>5.4 %</td>
</tr>
<tr>
<td>C</td>
<td>INTER 1 / W / mostly spring, summer, autumn</td>
<td>1.8 m 6.9 s 271°</td>
<td>7.1 %</td>
</tr>
<tr>
<td>D</td>
<td>INTER 1 / NW / mostly spring, spring, autumn</td>
<td>1.3 m 6.8 s 315°</td>
<td>11.1 %</td>
</tr>
<tr>
<td>E</td>
<td>INTER 2 / NW / mostly spring, autumn, winter</td>
<td>2.7 m 8.7 s 319°</td>
<td>7.2 %</td>
</tr>
<tr>
<td>F</td>
<td>INTER 2 / W / mostly spring, autumn, winter</td>
<td>3.3 m 8.6 s 271°</td>
<td>7.3 %</td>
</tr>
<tr>
<td>G</td>
<td>SWELL 1 / WNW / mostly spring, summer, autumn</td>
<td>1.3 m 8.3 s 294°</td>
<td>16.6 %</td>
</tr>
<tr>
<td>H</td>
<td>SWELL 1 / WNW / annual</td>
<td>1.8 m 10.0 s 293°</td>
<td>15.7 %</td>
</tr>
<tr>
<td>I</td>
<td>SWELL 2 / WNW / mostly spring, autumn, winter</td>
<td>2.7 m 11.5 s 291°</td>
<td>12.4 %</td>
</tr>
<tr>
<td>J</td>
<td>SWELL 2 / WNW / spring, autumn, winter</td>
<td>4.1 m 13.0 s 291°</td>
<td>4.7 %</td>
</tr>
<tr>
<td>K</td>
<td>STORM / WNW / spring, autumn, winter</td>
<td>4.8 m 10.1 s 285°</td>
<td>6.5 %</td>
</tr>
<tr>
<td>L</td>
<td>STORM / WNW / spring, autumn, winter</td>
<td>7.1 m 11.9 s 285°</td>
<td>2.6%</td>
</tr>
</tbody>
</table>

Table 5: Trends of annual mean significant wave heights from 1970 to 2001. Data: ERA40 (45°N/5°W node) corrected by linear regression. Bold coefficients show the significant trends at the 0.05 confidence level.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Linear trend of wave group annual ratio</th>
<th>SWH linear trend</th>
<th>Mean occurrence over 1970 - 2001</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>Not applicable</td>
<td>+0.008 m/year</td>
<td>Not applicable</td>
</tr>
<tr>
<td>WIND SEA</td>
<td>0.0003 year⁻¹</td>
<td>0.001 m/year</td>
<td>3.2%</td>
</tr>
<tr>
<td>INTER 1</td>
<td>-0.0039 year⁻¹</td>
<td>0.005 m/year</td>
<td>23.3%</td>
</tr>
<tr>
<td>INTER 2</td>
<td>0.0003 year⁻¹</td>
<td>0.0008 m/year</td>
<td>14.2%</td>
</tr>
<tr>
<td>STORM</td>
<td>0.0003 year⁻¹</td>
<td>0.0001 m/year</td>
<td>9.1%</td>
</tr>
<tr>
<td>SWELL 1</td>
<td>0.0002 year⁻¹</td>
<td>0.002 m/year</td>
<td>32.3%</td>
</tr>
<tr>
<td>SWELL 2</td>
<td>0.0029 year⁻¹</td>
<td>0.002 m/year</td>
<td>17.9%</td>
</tr>
</tbody>
</table>
Table 6. Correlation coefficients $R$ between relative annual frequency of occurrence for each wave group and relevant annual teleconnection pattern indexes (civil year). Bold coefficients show the significant correlations at the 0.05 confidence level.

<table>
<thead>
<tr>
<th></th>
<th>NAO</th>
<th>EA</th>
<th>EA/WR</th>
<th>EP/NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>WIND SEA</td>
<td>-0.31</td>
<td>-0.24</td>
<td>-0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>INTER 1</td>
<td>-0.25</td>
<td>0.34</td>
<td>-0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>INTER 2</td>
<td>-0.39</td>
<td>0.28</td>
<td>0.03</td>
<td>0.21</td>
</tr>
<tr>
<td>SWELL 1</td>
<td>-0.20</td>
<td>0.06</td>
<td>0.10</td>
<td>-0.23</td>
</tr>
<tr>
<td>SWELL 2</td>
<td>0.53</td>
<td>0.17</td>
<td>0.24</td>
<td>0.27</td>
</tr>
<tr>
<td>STORM</td>
<td>0.43</td>
<td>0.15</td>
<td>0.20</td>
<td>0.28</td>
</tr>
<tr>
<td>INTER</td>
<td>-0.44</td>
<td>-0.19</td>
<td>0.17</td>
<td>0.20</td>
</tr>
<tr>
<td>SWELL 2 + STORM</td>
<td>0.63</td>
<td>0.20</td>
<td>0.14</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 7. Correlation coefficients $R$ between relative winter (December, January, February) frequency of occurrence and relevant annual teleconnection patterns indexes (civil year) from 1957 to 2001. Bold coefficients show the significant correlations at the 0.05 confidence level.

<table>
<thead>
<tr>
<th></th>
<th>NAO</th>
<th>EA</th>
<th>EA/WR</th>
<th>EP/NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWELL 1</td>
<td>-0.21</td>
<td>-0.18</td>
<td>0.20</td>
<td>0.04</td>
</tr>
<tr>
<td>SWELL 2</td>
<td>0.40</td>
<td>0.18</td>
<td>0.58</td>
<td>0.23</td>
</tr>
<tr>
<td>STORM</td>
<td>0.25</td>
<td>0.52</td>
<td>-0.57</td>
<td>0.15</td>
</tr>
<tr>
<td>WIND SEA + INTER</td>
<td>-0.54</td>
<td>-0.54</td>
<td>-0.26</td>
<td>-0.38</td>
</tr>
<tr>
<td>SWELL 2 + STORM</td>
<td>0.58</td>
<td>0.56</td>
<td>0.16</td>
<td>0.33</td>
</tr>
</tbody>
</table>