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Carbon storage in saline formations is considerea pmising option to ensure the necessary dezm@as
CO, anthropogenic emissions. Its industrial develognierhose formations is above all conditioned tsy i
safety demonstration. Assessing the evolution appged and mobile CQacross time is essential in the
perspective of reducing leakage risks. In this wavk focus on residual trapping phenomenon ocagirrin
during the wetting of the injected G@lume. History dependent effects are of first imi@oce when dealing
with capillary trapping. We then apply the claskfcactional flow theory (Buckley-Leverett type mdfand
include trapping and hysteresis models; we deriveamalytical solution for the temporal evolution of
saturation profile and of COtrapped quantity when injecting water after thes gajection (“artificial
imbibition”). The comparison to numerical simulatsfor different configurations shows satisfactorgtch
and justifies, in the case of industrial £Gtorage, the assumptions of incompressible flowh wio
consideration of capillary pressure. The obtainealydical solution allows the quick assessmentathtthe
guantity and the location of mobile gas left durimipibition.

CO, geological storage, safety, quick assessment, residual trapping, hysteresis



1 Introduction

In addition to non-emitting and renewable energydpction among others,
carbon dioxide capture and storage (CCS) is coregides a promising option to
ensure the necessary decrease of &@hropogenic emissions (IPCC 2005).
Regarding the storage capacity needed to develdpgjeal sequestration at a
large scale, saline aquifers offer good poten{échu 2002). Its industrial
development in those formations is above all comai&d by its safety
demonstration (IEAGHG 2007). A comprehensive sgathould then be
adopted, made up of a risk assessment, a monitplamgand a corrective
measures plan as stated by the European Diredatitieeogeological storage of
carbon dioxide (EC 2009).

Several modes of trapping take part in the confer@mwithin saline aquifers: as a
gas phase, the buoyant £€€an be trapped below an impermeable cap rock layer
(structural trapping, e.g. Bachu et al. 1994) scdnnected from the main cluster
and immobilized due to capillary forces (capillaryresidual trapping, e.g. Juanes
et al. 2006); dissolved in brine, it can be trapjethe aqueous phase (solubility
trapping, e.g. Ennis-King and Paterson 2005) befeseting with rocks and
precipitating (mineral trapping, e.g. Bachu etl®94; Gunter et al. 1997). These
trapping mechanisms occur under specific condit{onsably geological,
hydraulic and chemical) and over different timelesaStructural trapping alone
Is not sufficient to prevent migration of G@ case of cap-rock anomaly for
instance (Nghiem et al. 2009). The evaluation &rsaodes (residual, solubility
and mineral trapping) is then essential; this sisdgcused on residual trapping
as it has been shown as the fastest mode of trg@ig. Qi et al. 2009; Juanes et
al. 2010).

When injecting supercritical Ggas-like since it is less dense and viscous than
the native brine — we use the term gas in thevioiig) into saline aquifers (liquid
phase), the native brine is drained by,qfe liquid saturation decreases). The
formation minerals being naturally water-wet, tigiid phase can be considered
as the wetting fluid (Juanes et al. 2005). Wheninfeetion stops, according to
the driving forces, some parts of the initial plumié experience a wetting stage
(gas saturation decreases) while others will cortipeing in drainage stage.

Wetting (also called imbibition) may either occaturally in response to regional
2



groundwater flow or to gravity currents (i.e. “nigll imbibition), or artificially in
response to liquid injection through wells in defitl. “artificial” imbibition).
Artificial imbibition aims at increasing the stoeagfficiency (e.g. Qi et al. 2009)
or at forcing the immobilization of the injected €@ case of significant
“irregularities” detected at the reservoir levelgiteau et al. 2010) or at the level
of a potentially impacted groundwater aquifer (Esfmoand Benson 2010).
When imbibition occurs, the gas saturation decreasél a residual gas
saturation that corresponds to the amount of gatsgicapillary trapped and
hence immobilized. This Darcy’s scale observatgaxplained (e.g. by
Lenormand et al. 1983; Suicmez et al. 2008) bydtkplacement phenomena
governing the interactions between the wetting rmmtwetting phase at pore
scale (i.e. piston-like displacement, cooperatioeegody filling and snap-off).
These phenomena lead to the immobilization of tetimg liquid during drainage
(through by-passing) and of the non-wetting gao(tgh by-passing and snap-
off) explaining the residual trapping observed. Tiapped fraction depends on
the initial saturation since, for instance, whea tlon-wetting phase initial
concentration is lower, the number of potentidsivhere snap-off can occur is
lower as well.

Moreover, a contact angle hysteresis modificatietwieen drainage and
imbibition occurs due to the surface roughnessdaradto the wettability change
once the non-wetting phase has been introduceddred 2004; de Gennes et al.
2004). This hysteresis effect is taken into accetif@arcy’s scale with the
dependence of the characteristic curves descrthmgwo-phase flow (i.e.
evolution of the relative permeability and capylg@ressure functions) on the
saturation history. In order to measure superatit@O, — brine characteristic
curves, several experimental technics exist astaly and unsteady state usual
approaches. However, the specificities of the Gtably the reactivity with
rock) and of the reservoir rock (types and hetemedg) as well as the large range
of pressure-temperature conditions that have tested make difficult the full
interpretation of the measurements (Muller, 20HBnce, the hysteresis
phenomenon as well as its amplitude still remattle known in the field of

geological CQ storage.



Capillary trapping assessment is essential inetysaianagement perspective.
Aiming either at evaluating the plume behaviourema natural groundwater
flow or designing the injection parameters (e.tg,rajection period) in order to
create an “artificial imbibition”, an estimation tife temporal trapped gas
guantity evolution and of the spatial distributimingas saturation (mobile and
immobile) is of first importance.

In the present paper, we develop in this purposanalytical solution applying
the classical fractional flow theory, and includingpping and hysteresis models
to incorporate history dependant processes. Irsthdy, we focus on the

“artificial” imbibition case.

2 Review of existing models

By its very objective, the developed solution skicdescribe the evolution of the
gas plume as well as the residual trapping thatrscas soon as brine is injected.
Both phenomena are described through differentskafanodels from which our
solution is derived. In this matter, we presentiafloverview of the existing

models.

2.1Trapping and hysteresis models

Multi-phase flow modelling implies the use of chamistic curves describing, at
Darcy’s scale, the interactions between the diffephases. They represent the
evolutions of both capillary pressure and relapieemeabilities (associated to the
wetting and the non-wetting phase). In a first apph, the capillary pressure and
relative permeabilities are functions of one pheegeration only (e.g. van
Genuchten 1980; Brooks & Corey 1966).

However these models fail in representing the mgttephenomena explained in
the previous section. In this view, the trappedtican should be determined at
first (with a trapping model) and, subsequentlg, history-dependent relative
permeabilities and capillary pressure functionsuhbe assessed as a function of
the saturation, of the trapped fraction and ofpfexess in progress (with a
hysteresis model). Please note that the trappetihgygthase fraction is

commonly considered constant. As an illustratiothefhysteresis model, Figure



1 depicts the evolution of the gas relative permgabluring drainage and
wetting processes.

One of the most classic non-wetting phase trappindels is Land’s model
(1968). This model being only suitable for watertwedia, Spiteri et al. (2008)
developed a new model for other wettablilities. 8al’hysteresis models have
been built based on Land’s trapping model, amowgsim are Carlson’s (1981),
and Parker and Lenhard’s (Parker and Lenhard 198Ward and Parker 1987).
They are based on classical non-hysteretic relgvmeability and capillary
pressure models and give the characteristic cutvesg drainage and wetting

(for the primary drainage-imbibition cycle and fbe following cycles).
[Fig.1]

2.2Models describing gas plume dynamics

Safety (e.g. leakage concerns) and performanceifgegtivity issues)
assessments in the field of €@eological storage notably require plume
extension models. Many analytical and numerical @®tdave been developed,
based on existing fluid mechanics theories. Anedytmodels allow quick and
flexible computations while numerical models alldealing with the complexity
of the phenomena.

Two main families have emerged among analyticalssami-analytical models
aiming at characterizing the evolution of one phasaother one (Dentz and
Tartakovsky 2009). The first approach studies ttaps of one phase plume
assuming a marked delimitation between the two gsh#sat do not mixed (at
Darcy’s scale sense) while the second is focusdti@evolution of one phase in
terms of its saturation profile.

The first family of models (called hesharp interface models) are based on the
so-called sharp interface approximation stipulativeg the CQ@ saturation
gradient thickness is low compared to the distacoeserned. Capillary forces
are neglected in these models. After Bear’'s woBk2), some expressions have
been derived specifically for G@equestration in deep saline aquifers, first for
the injection period when gravity forces can beleetgd (Nordbotten et al. 2005;
Nordbotten and Celia 2006) and then for post-inpacperiod (with gravity
forces) (Hesse et al. 2007). While these works warged out for horizontal and
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undisturbed aquifers, others studied the effecdagpy formations (Hesse et al.
2006) and of groundwater flow (Juanes and MacMi@@32 Juanes et al. 2010;
MacMinn et al. 2010). Some of the previously citearks (Hesse et al. 2006;
Juanes and MacMinn 2008; Juanes et al. 2010; Matktial. 2010) also
included capillary trapping after imbibition follomg Kochina et al. (1983).
However, these models assumed a constant residsiglaguration after wetting,
hence neglecting the history-dependent processes.

The second family of models (named hBuekley-Leverett models) uses the
fractional flow theory and is based on Buckley-Leteequation (Buckley and
Leverett 1942) that, neglecting gravity and capjllpressure, allows finding a
solution for saturation variability. Concerning €@eological sequestration, Noh
et al. (2007) and Zeidouni et al. (2009) used dpigroach to model drainage
occurring during injection. They took into accosotubility and partitioning of
the several components (g®vater) into both phases; Noh et al. (2007) also
considered capillary trapping during wetting witbanstant residual gas
saturation.

These two kinds of models are very similar sineeuhderlying theory is alike.
The governing equation comes from continuity andciya equations. In the
sharp interface models, the purpose is to estithatehape of the gas plume. The
sharp interface and the vertical equilibrium (omDit) approximations are made
so that the gas saturation can be replaced byeiightrof gas (interface height).
The capillary pressure, which is neglected in theley-Leverett models, is
replaced, in the sharp interface models, by a ‘psaapillary” pressure (Gasda et
al. 2009), which is the difference of both phadesi{static pressures. Practically,
the additional approximations made in the shargriate models allow using the
Buckley-Leverett models in two dimensions (Yortd895).

In this paper, we propose a solution for the gaspl evolution taking into
account variable residual gas saturation. As desdrby the existing trapping
models, this value is highly influenced by the gasiration reached before
imbibition. Moreover, these history-dependent éffdwmve been shown to be
significant (this was numerically demonstratedif@tance by Doughty 2007).
Therefore, in our study, we prefer Buckley-Levenatidels to the sharp interface

ones since the saturation variability is of firsfiortance. A similar choice has
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been made by Furati (1997), followed by van Kats emn Duijn (2001), who
studied the effects of relative permeabilities Byssis.

3 Mathematical model

The model should enable the representation of aidj€ction (at a constant rate
Q,) followed by a forced imbibition (at a constartierQ,;) and the associated
saturation variations in terms of trapped and neogpés (see the conceptual layout
on Figure 2). We focus on the artificial brine ctjen and use a 1D radially
symmetric geometry.

[Fig.2]
We apply the fractional flow theory (Buckley andvieeett 1942), considering the
flow incompressible and immiscible.

The continuity equation gives:

0Sg | Qinj0fg _
(1) ot + The 012

g

. is the fraction of gas in the total flowing streaxote that
tot

wheref, =

dtot = Qinj» Qinj being the volume injection rate (constant over@@ and brine
injection periods, but possibly different).
Developingf, with Darcy’s equation and neglecting gravity (1@rikontal

model) and capillary pressure, we obtain:

2 f=—t=—x

T ogatq 1M
dg*qi 1+l

with the mobility4; = % fq is then dependent on the saturation only (and on
the history), which allows writing:

3) 95g 4 Qinj 3fg 9Sg _

ot The dSg 072

We scale equation (3) for the gas injection pe&nd notel;,; the injection time

atQ, rate and the radius of the cylinder with a heightind porosityp

containing the volume of gas injected durifg; and we choose: = L and

inj

&=

r
To )



The governing equation for the gas injection pegets simpler:

98 | 4a 5y _

(4) ot dsg 0&2 0

For the brine injection period, i.e> T;,;, we decide:

6 r=1+%l
Q1 Tinj

This arbitrary choice leads to the same governqagon for both injection
periods. The reformulation of the equation (4) ketuthe so-called Buckley-

Leverett equation:
987y _ Yy
(6) (6‘[ )Sg - dSg

2
Classically¢ = % denotes the similarity variable, i.e. the suitatdenbination of

primary variables corresponding to the velocityre waves, which are solutions
of the conservation law (see e.g. Lax 1972). Ireptiords, the equation (6) states

that the increasing rate of the “dimensionless”afédin this case of an

axisymmetric geometry) swept over by a specifigdrséion is given b%, le.
g

by the variations of the gas fractional flow whatusation changes.

Then, the Buckley-Leverett equation naturally imaplstudying fractional flow
function. As mentioned previously, the fractional is a function of the

dynamic viscosities, which can be taken constadeuthe incompressible,
immiscible and isothermal flow assumptions anchefrielative permeabilities that
depends on the saturation as well as on the hisfdhe saturation evolutions.
Because of hysteresis effects, separated worksosre according to the flow

process occurring (drainage or imbibition).

3.1Phase I: gas injection

When injecting gas in native brine, both liquid aya$ permeabilities will follow

the so-called primary drainage curve (that depemdfie model chosen).

The flow function is generally considered as S-sldap literature (e.g. Furati

1997 and Medeiros et al. 1998), i.e. convex on @ftie saturation interval and

concave on the complementary one. It implies aiphlysnpossibility in

Buckley-Leverett equation, the derivative of thexffunction having the same
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value for two different saturations. The problem oavertheless be solved by
means of a shock, thus introducing a discontinuitye saturation profile
(Buckley and Leverett 1942). This multivalued sitol is due to the no-capillary
pressure approximation. The discontinuity muss$athe jump condition (Lax
1972; Smoller 1994). This gives the velocity of #wck (denotedhockl):

- +
7 _ fg,drainage(Sg,shockl)_fg,drainage(sg,shockl)
( ) shockl — - _gt

g,shockl “g,shockl

Where- and+ refer to downstream and upstreanskdckl. Note that
fg,arainage (Sg.shockr) @NAS, .pocr are equal to zero (downstream of the
advancing gas front, only native brine is present).

Welge (1952) sets-up a practical and graphicalriecte to find out the shock
saturation as well as its velocity. As a mattefaat, the discontinuity (or
advancing gas front) saturation can then be regdeyraphically plotting the line
passing through the origin and tangent to theifsaat flow curve; the front
velocity is its slope. The rest of the gas satarafirofile, obtained through
Buckley-Leverett equation, then starts, at thenvigiof the injection point, from
the residual liquid saturation and decreases pssgrely to reach the saturation

front saturation.

3.2Phase II: Brine injection

When injecting brine, the gas saturation decreasdone moves along the
fractional flow curve in the opposite direction thf@r phase |. However, this
function is different from the drainage one, sitioe relative permeability curves
are prone to hysteresis effects.
The problem is the same though, since the cursglis-shape meaning that a
saturation discontinuity will occur at the leadedge of the injected brine, with a
velocity given by the Rankine-Hugoniot conditioror@rary to the previous
phase, gas is still present and flows upward akasedownward of the imbibition
front. Moreover, the saturation on both sides &f tiont evolves over time:
downward to the front, drainage is still going addhe saturation can be
obtained by means of the drainage fractional flovwes; wetting is occurring
upward and the saturation is obtained through iftibibfractional flow curves.
Please note that the imbibition fractional curvepehd on the saturation reached
9



when the flow reversal occurs (corresponding todinenward saturation), which
means that the velocity of the imbibition front dags on the reversal flow
saturation as well:

. + - -
fg,dramage(sg,shockll) fg.imbibition.sg_shocku (Sg,shockll)

(8) (shockil = o+ -
g,shockll °g,shockll

wheref corresponds to the imbibition gas fractional flow

Ambibition,S spockrl
function associated to a reversal saturation egu&l ;... This expression is
clearly complex, as infinity of such imbibition giactional flow curves have to
be computed to solve the entire problem.

We therefore decide to introduce the following @xmmationS, spockrr =
Sgr(Sg,shock,,); we call it the “instantaneous trapping” approxiia since we
consider that, as soon as the imbibition frontheaa specific saturation, a jump
towards the associated residual saturation isntesta@ously done. Please note that
this assumption is conservative in that the fraxbweity obtained is lower.

This choice leads to:

A + _ +
fg,dramage(sg.shockll) fg,imbibition,szrshock“ [Sgr(sgrchofll)]

9) {shockir = oF S (ST )
g,shockIl °gr\°g,chocll

- . 3 .
By definition, f g impipition.s o [Sgr (Sgchoci)] = 0. Ssnockrr is then

independent of the imbibition curves which consadiéy simplifies the problem.
This assumption is justified by the following reasw. Gas fractional flow
function depends on mobility ratid,(/A,) in that the lower this ratio, the higher
the gas flow and thus the more left-shifted thé&ttfon point of the S-shaped
function. Given relative permeability functions,eocan infer that the saturation
interval where the gas fractional flow is convesmsaller when the viscosity ratio
decreases (e.g. McWorther 1990). In the case ofdge0logical storage, gas
viscosity is much lower than liquid one and thecoisty ratio is particularly low.
The difference between the saturation directly dstveaam the imbibition front
and the residual gas saturation is then likelygslight (additional discussion on
the validity of this approximation is provided iecsion 5.2).

By introducing this assumption, it is possible stedlish for each brine injection

time the saturation profile that is made of thefipgaorresponding to the
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drainage phase downward of the advancing brind &od, upward, of the
residual saturation calculated from the saturateached by the brine advancing
front at earlier time (see Figure 3 for the illasion of the elaboration
methodology of the gas saturation profile).

[Fig.3]

4 Evolution of trapped CO; quantity during
imbibition
4.1 Trapped CO; quantity: solution

Let us consider a saturation valtieThe first step consists in determining the
brine injection time ), at which the brine front intercepts the satwrasi. The

“dimensionless area” reached by the injected hainels:

(10)  &prine (T)z = flt {shock (t) dt.

The dimensionless area reached by the gas satufaéitr is:

(11) &(r)? = Ladrainage (gyp
dSg

These two areas being equal,

af rainage
(12) flt (shockil (t)dt = % St

g

The differentiation according togives:

. 2 .
(13)  Conocrn (S)dr = Yadranase (g gy | L gdrainage () g
dSg ds?

which leads to the following separable equation:

d? i
N fg,Z;cztlnage(S)
(14) T = dgfg drainage ds.
CshocklIl S)———— ds s
g

Integrated between 1 and a chosen tiheorresponding respectively to collision
saturationd — S;,- andS*, we get the time at which the brine front reacbres

specific saturation (her®"):
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2
d fg,drainage
— sz ®)
g

(15) T =1(s) =exp| [, ds |.

af ,drainage
tr {shockll (S) _ngg(S)

TakingS™ = S; snock» ONE retrieves the complete trapping dimensiortiess.

One can deduce the dimensionless radius at whigltaHision occurs:

% af ,drainage * %
(16) Guotisions: = () = [Losetien (51) . x(s°),

from which the dimensioned volume of mobile #fas.., as well as the mobile
gas mass fractiofirs,.., can be inferred as a function of the saturatiached

by the imbibition front:

* 2QgTinj S_C oc * df *
(17) Vfreeg(S ) =Lf£g'h IS'ES(S )_S(S )dS
Pg dSg

* S_C oc. * d *
(18)  fTrreeg(S™) = 2[S90l § - £4(S )-£(5 )ds.

Combining it with equation (15), we obtain thisdtian as a function of the brine

injection time.
4.2Results on areference test case

The following reference test case is consideregesuitical CQ is injected into a
20 m thick and 1200 m depth homogeneous aquifeiafly completely saturated
with native water) through a vertical injection Wiblat fully penetrates the
reservoir. Properties and initial conditions ofeep aquifer likely to be suitable
for CO, sequestration are provided in Table 1 mainly baseBruess and
Spycher paper (2007), with no salinity in our case.

[Tablel]
The following scenario is considered: €@ injected in the storage aquifer at a
rate of 250 kt/y. An irreversible “abnormal behawibis assumed to occurr and to
be detected after one year of injection (e.gp, €§xaping from the storage
aquifer). To mitigate such a risk event, the folilogvcorrective action is
implemented; water is injected at a rate of 169 (¢4 nt/h) in the view to
enhance and accelerate gas trapping, i.e. to imiz®I&@0, by forcing the wetting

process (see e.g. Manceau et al., 2010).
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Please note that we considered Land’s trapping hasdeciated to Lenhard and
Parker’s hysteretic relative permeability functighenhard and Parker 1987).
Table 2 gives the values chosen for the trappedatain and permeability
functions computation.

[Table2]
Figure 4 depicts the analytical model resultsrdvles the analytical solutions
for gas saturation profile after several waterdtign duration times and the
temporal evolution of mobile gas fraction duringt&ranjection. The injected 250
kt of CO, are completely trapped after less than one yeaatdr injection
(Figure 4b).

[Fig.4]

5 Discussion on the underlying assumptions

5.1Fluid properties dependence on pressure

The flow is considered incompressible in Buckleybeett theory and the fluids
density and viscosity are fixed. However, the puesyaries in a significant range
(over time and space) when injecting 8ee e.g. Zhou et al. 2008) so that fluid
parameters can change over a wide range of valuegydnjection. Please note
that the effects of C&ncompressibility approximation in analytical spar
interface models have been recently explored barkéka et al. (2010). They
found out that the error in the interface positilue to this assumption is rather
small when viscous forces dominate.

From a user perspective, only one couple densggesity is chosen in the
analytical model. Several choices can be done:

- the values for an estimated pressure that wouletspond to a maximum
or a mean value during both injections (G(dd water), but this requires
the use of a pressure estimation model;

- the values at initial pressure (we consider thegpemature constant in that
paper); this choice was made in section 4.2. Thiakees can easily be
computed from tables or formulas, but the viscaaitg density may be
underestimated, hence influencing the multipha®& firocesses.

13



As the second choice seems more convenient, werexipl the following the
influence on the results of such an assumptiorvalidate the analytical model
on that point, i.e. to explore the effects of thatsal and temporal pressure
variations, a comparison with numerical simulatitmas account for these
variations is necessary. For this purpose, theipmase fluid flow transport code
TOUGH2 (Pruess et al. 1999) including the EOS med&TQON (Pruess 2005)
and a hysteresis module (see Doughty 2009) is Wiseklis last module, Land’s
trapping model is considered with hysteretic chigrstic functions derived from
van Genuchten’s capillary pressure function (vanugaten 1980) and based on
Lenhard and Parker’s relative permeabilities (Ledlzand Parker 1987).
For a proper comparison, please note that, in tineenical simulations:

- the geometry and properties are the same thariretfbrence test case;

- the solubility of components in both phases isauotsidered;

- the gravity is neglected in the numerical simulagi¢1D horizontal mesh);

- the salinity is set to zero;

- the capillary pressure is neglected,;

- the flow is isothermal.
To investigate the influence of pressure variati@tsoss space and time) a range
of numerical simulations are carried out givenetiint injection conditions, i.e.
compressibility conditions: (1) 95 and 60 kt/y {00, and water respectively
(“low” injection rates); (2) 250 and 160 kt/y (“mexhte” injection rates) and (3)
500 and 315 kt/y (“high” injection rates).
The saturation profiles after four months of watgection and the mobile gas
mass fraction are compared to the solutions giyetind analytical model for a
density-viscosity couple corresponding to the ahiiressure. The comparison
shows very satisfactory match (see Figure 5 andr€i§); the best fit is obtained
logically at low rates when compressibility effeate the less significant (when
the pressure is the closest to the initial one;réfatively good match is observed
between the profiles even at high rates despiteéh@tions between density-
viscosity values taken in the analytical model Hravalues computed in the
numerical simulations (Figure 7 depicts these dmna just after the end of the
CGO; injection). More precisely, increasing the pressiwes not result in strong
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differences for the imbibition front positions ambbile gas mass fraction while
the gas advancement front seems more sensitihse pressure effects.

[Fig.5]

[Fig.6]

[Fig.7]
In order to explain the results obtained, we ex@tbe respective influence of
density and viscosity changes (by decoupling th&ngure 8 depicts the
analytical solution (for the case with “high” injean rates) with gas properties
taken at initial aquifer pressure (120 bars, sd#€ela), and with gas density and
viscosity taken alternatively and then togetherigh pressure (180 bans, =
7.04-1075Pa.s, pg = 790kg. m~3).
Keeping the same mass injection rate, changessidgasity induce changes in
gas injection volumetric rate; then, at a giveretiamd in the drainage zone, the
saturation (and notably the leading one) will besel to the injection well for
higher values of density. However, this statemeeischot hold for the imbibition
front: the saturation propagation in the drainag@es being more rapid when
density is low, the water advancement front collidth higher gas saturations.
However, the velocity of this front depends on itba@ched saturation so that it is
higher when the saturation is lower. The imbibiticont will therefore reach a
higher distance for a higher density value (se€igare 8). According to equation
(18), mobile gas mass fraction (as a function efgaturation reached or as a
function of the dimensionless time) does not dependensity; however, coming
back to dimensioned time requires gas density ((@jitdhe injection rates ratio).
Concretely, the mobile gas mass fraction left adtgiven water injection period
is less significant for higher density values (sad-igure 8).
Gas viscosity plays a role in the gas fractiomahfs a gas with a lower viscosity
flows more easily within water (i.e. fractionalWds higher). The velocity of the
gas advancement front is higher for lower viscogélues (see on Figure 8). For
the same quantity of gas injected (changing visgdsis no influence on the
volumetric injection rates), the saturation at\gegidistance of the well is then
lower with a lower viscosity (it is true for the wle profile except close to the

advancement gas front). The imbibition front wil faster when the gas is less
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viscous (see on Figure 8). In addition, Figure @whlarger trapped quantities for
lower viscosity values.
According to this discussion, defining constantesty and density value at
initial conditions may lead to an overestimatiortted leading drainage front.
However, regarding the imbibition front and aboltlereobile gas mass fraction,
viscosity and density-related processes act to eosgie each other leading to
little differences even for relatively large pressdifferences.

[Fig.8]

5.2Influence of the capillary pressure

Including capillary effects in equation (1) amoutdsdd a diffusion-like term
(see e.g. Pinder and Celia 2006). Practically,whiisnduce changes in the flow
but also a smoothing of the sharp fronts (i.ep @ injected water fronts).

Integrating the capillary term in the fractionail formula gives:

_khA opc

(19) f:g — dtot a’",

1+
g

with P, = P, — P,.

0P,
or’

as the product i#:—; andzir", is negative in the drainage part of the plume and
positive in the imbibition zone, which means thapidary effects will lead to a
gas flow increase in the drainage part and a remtust the wetting one. In
literature, these effects are mostly neglected vauective effects are enough
significant so that the difference in capillary $gare during saturation evolution
is usually considered low compared to pressureignél Errors due to this
simplification will be maximized for high saturatiggradient (Juanes and Patzek
2002): at both fronts level, there is a capillatgde where the differences in
saturation profile with or without capillary effscget more significant; the fronts
are then smoother with capillary effects. In paiac, the smoothing of the
imbibition front renders questionable the instaetars trapping hypothesis
explained in section 3.2 that leads to a more sy front.

To examine the effects of neglecting capillary puge and of the additional
instantaneous trapping approximation, we run nuraksimulations of the
application case including capillary pressure andiffferent injecting rates (the
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same than for the previous section). In the coed uke capillary pressure
evolution is derived from van Genuchten’s capillargssure function in order to
take into account hysteresis effects. The chospiiary strength is 1 bar with a
van Genuchtem equal to 0.457.
Figure 9 and Figure 10 confirm the more significafiuence of capillary effects
for lower rates. The gas saturation profiles shioat the analytical model
underestimates the position of the leading @ad water advancement fronts.
Quantitatively, the no-capillary pressure and insaeous trapping
approximations lead to more significant differentiean the incompressible flow
one. However, C@injection operations and possible remediation mesasin
case of abnormal behaviour of the storage complestignimply moderate to high
rates (i.e. industrial rates of the same order amitude of other underground
activities such as deep geothermal activities)larte, the simplifications made
do not affect considerably the results, espectakytrapped quantity evolution
(Figure 10).

[Fig.9]

[Fig.10]

6 Summary and further works

An analytical Buckley-Leverett model has been geten CQ injection followed
by a brine injection in a radially symmetric geomeAn analytical solution for
saturation profile has been derived, which rengessible the assessment of the
mobile gas remaining in the system as a functicth@trine injection time. It
then provides the quantity and the location ofrttubile gas, which are both of
primary importance when dealing with CCS safety.

This assessment method is flexible to the chosgping and hysteresis models.
It is rather simple and quick since, concerninghisteresis model, it only
requires the formula of the first drainage relafpeemeabilities functions. The
solutions indeed do not depend on capillary pressurves neither on relative
permeabilities for imbibition and for the other & This simplicity allows the
implementation in spreadsheet type software.

The analytical solution is based on a range of Biiftgtions and assumptions

whose influence has been explored by means ofaimparison with numerical
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simulations. This comparison showed that the edfetthe incompressible flow
simplification are low especially concerning thelkenion of the mobile gas
quantity; the capillary pressure influence logigalecreases when injection rates
increase and becomes negligible as soon as inalusties are concerned.
Moreover, the instantaneous trapping approximalmes not have major
consequences on the results.

A second trapping mechanism plays an important ramely the solubility
trapping (CQ dissolution) and acts as an additional safetyantgragainst
gaseous C@leakage (e.g. Ennis-King and Paterson 2005). Eudbvelopments
of the analytical solution will then be focusedtbe integration of mutual

solubility between phases.
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Appendix: nomenclature

q Volumetric flow ratem3.s1
A Area,m?

S Saturation

f Volumetric fractional flow
h Aquifer heightm

T Injection time,s

/4 Volume,m3

fr Mass fraction

k Permeability

Q Injection volumetric flowm3.s™1
U Viscosity,Pa. s

A Mobility

1) Porosity

r Radiusm

& Dimensionless radius
{ Similarity variable

t Time,s

T Dimensionless time
P PressurePa

p Density,kg.m™3
Index

g Gas phase

[ Liquid phase

A Flow reversal

r Residual

max Maximum

rel Relative

+ Upstream

- Downstream

shocki Shock no.i

* Chosen (given)
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collision Collision
freeg Mobile gas
c Capillary
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Figure 1: Evolution of the gas relative permeapilitcluding hysteresis effects: in drainage phase
(increasing of gas saturation), the gas relativenpability curve is the blue curve. According to
the turning point between drainage and imbibitioeré pt.1, pt.2 or pt.3), the gas relative
permeability curve for imbibition process is difat. Please note that the residual saturations
(Sgrl, Sgr2 and Sgr3) depend on the turning paintsare computed with a trapping model. The

models used and the associated parameters aradbeised later on in this paper (in section 4.2)
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Figure 2: Conceptual layout of the gas saturatiaiution a) during gas injection (phase 1) and b)

during the following brine injection (phase I1)
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imbibition front the profile is made of the residlsaturations calculated from the saturation
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corresponding to a residual saturation of

0.25 1
— 1 year of co2 injection + 1 month of water injection
— -1 year of co2 injection + 2 months of water injection
— — 1 year of co2 injection + 4 months of water injection
0.2 c 08|
o
S
c S
S 015 % 06
=] a
g g
E wv
b o]
@
o
4 0.1 e 04
v 3
o
=
0.05 021
11
!
H 1 H H Jit 0 1 1 L
% 200 400 600 800 1000 0 2 4 6 8 10 12
a) Distance to the injection well (m) b) Water injection time (month)

Figure 4: Analytical solution a) for the gas satiama profile for three different brine injection
periods following one year of gas injection anddy)mass fraction of mobile gas remaining as a

function of brine injection time
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Figure 5: Comparison analytical-numerical gas sditom results for low (up), medium (middle)
and high (down) injection rates (note the differeatizontal axis scale). The dissolution process is

removed in the numerical simulator
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Figure 6: Analytical and numerical results concegrthe mobile gas mass fraction evolution for
different injection rates. The injection ratesadieing the same for the rates used in the nunherica
simulations, the analytical solutions for masstfatevolution of mobile gas are the same. The

dissolution process is removed in the numericaliaor
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Figure 8: Effects of viscosity and density changeshe analytical solution — a) saturation profile,

b) mobile gas mass fraction evolution
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Figure 9: Comparison analytical-numerical (with ilapy effects) gas saturation results for low
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The dissolution process is removed in the numesicallator
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Figure 10: Analytical and numerical (with capillagffects) results concerning the mobile gas
mass fraction evolution for different injectioneat The dissolution process is removed in the

numerical simulator
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Table 1: Initial conditions chosen in the simulago

Initial pressure 120 bars

Initial temperature 45 °C

Porosity 0.12

Initial salinity 0g.l

Gas phase density 659 kg.nv

Liquid phase density 995 kg.nv’

Gas phase viscosity 5.210° Pa.s

Liquid phase viscosity 5.9810* Pa.s
Table 2: Input parameters

van Genuchtem 0.457

Residual liquid saturation S, =0.2

Maximum residual gaseous saturation Symex = 0.2

The original version is available @tvw.springerlink.com
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