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Abstract

Structural features of volcanic and hydrothermal systems can be used to infer the location of magma chambers or productive geothermal areas. The Hengill volcanic triple-junction complex has a well-developed geothermal system, which is being exploited to extract hot fluids that are used for electrical power and heat production. In the framework of the I-GET project, a 4-month temporary seismological network including seven high-dynamic broadband instruments was deployed and 1D transient electromagnetic soundings (TEM) and 3D magnetotelluric (MT) surveys were performed to improve understanding of the relationships between structural features, seismic activity and fluid production at the Hengill geothermal system. The MT and TEM data set is analyzed elsewhere. The analysis of the seismological data set allowed the detection and classification of more than 600 earthquakes, among which long-period (LP) earthquakes were observed for the first time in this area. This work focuses first on a joint inversion for the 3D velocity structure and determination of the locations of the hypocentres from about 250 local volcano-tectonic earthquakes with clear P- and S- wave arrival times. The results confirm those from earlier tomography studies in this area. Integrating the seismic velocity and resistivity models in a semi-quantitative approach by cross-plotting the resistivity model with the velocity ratio $V_p/V_S$ delineates a structural body with a high seismic velocity ratio and low resistivity that is interpreted as the main heat source of the geothermal system.
1 Introduction

Hydrothermal systems offer a low-CO₂-emission alternative energy supply (Barnea, 1972). The exploitation of geothermal energy is limited at present because drilling exploration wells is expensive and hydrothermal systems are often associated with volcanic and seismic activity (Gudmundsson and Arnórson, 2002; Stimac et al., 2003), which may put geothermal exploitation at risk (Ward, 1972; Tester et al., 2006; Majer et al., 2007). Remote characterization of reservoir properties is of significant economic importance for the geothermal industry (Ragnarsson, 2010). Knowledge of structural features of targeted geothermal systems is critical prior to drilling to reduce the dry-hole risk.

Passive seismology is one of the most cost-effective geophysical methods to infer the crustal structure of geothermal systems and volcanoes. Both the compressional P-wave velocity $V_P$ and shear S-wave velocity $V_S$ and $V_P/V_S$ ratio vary with fluid composition and rock porosity and temperature. Both the classical local seismic tomography in those areas where local seismicity is high (e.g., Benz et al., 1996) and newly developed surface-wave tomography techniques applied to ambient seismic noise can image crustal subsurface structure (e.g., Brenguier et al., 2007; Jousset et al., 2010a). However, seismic data alone cannot give a complete picture of the reservoir.

Resistivity methods are widely used to investigate crustal structures in geothermal areas (e.g. Ussher et al., 2000) and complement seismic methods. Árnason et al. (2010), Kristinsdóttir et al. (2010) and Milsh et al. (2010) have shown that, at temperature below 350°C, resistivity (and P-wave velocity) in Icelandic fields have dependencies comparable to the rest of the world’s geothermal fields (e.g. Newman et al., 2008). Low resistivity correlates with low permeability smectite alteration at temperature below 200°C. High resistivity prevails from 200°C to a much greater depth where, in some areas in Iceland, low resistivity has been attributed to a variety of potential causes unconfirmed by rock physics measurements, including magma melt and hyper-saline fluid trapped at the brittle/ductile transition. One objective of passive seismic survey is to constrain the ambiguity in the interpretation of deep features based on resistivity patterns alone.
Structural features of geothermal systems and their relationship with seismicity requires independent estimates of seismic velocities and resistivity that may be jointly interpreted. In this paper, we present structural features of the geothermal system at the Hengill volcano inferred from the comparison between a resistivity model obtained from 3D inversion of magnetotelluric (MT) and transient electromagnetic (TEM) data (Árnason et al., 2010) and a tomographic seismic model described in this work.

The Hengill volcano in Iceland is located about 30 km northeast of Reykjavik and has a high-temperature geothermal system (Bödvarsson, 1961), which has been exploited to produce fluid and heat for many years. The structure of the Hengill volcano has been studied by a number of authors using geological mapping and seismological 3D tomography techniques (Foulger, 1988a; Foulger and Toomey, 1989; Foulger et al., 1995; Saemundsson, 1995; Evans et al., 1996; Julian et al., 1997; Miller et al., 1998; Tryggvason et al., 2002), together with analyses of earthquake source mechanisms (Foulger and Long, 1984; Foulger, 1988b; Foulger et al., 1989; Miller et al., 1998) and of earthquake swarms (Sens-Schöpfelder et al., 2006). These studies have helped to reach a high success rate for exploration drilling; 90% of exploration wells are productive when drilled in the area. However, owing to the high cost of exploration wells (about 4 million USD each), a better accuracy in the position of the productive faults would help in reducing the risk of drilling low productivity wells. Because of its particular geodynamical context, the Hengill geothermal system structure is one of the most studied in the world; therefore, it is a natural laboratory to test new exploration and monitoring techniques, like broadband seismology, aimed at improving our knowledge of structural and dynamic behaviour of geothermal systems. Some questions remain unanswered, such as the possible existence of a partial melt body and/or supercritical fluid at depth (Tryggvason et al., 2002). At present, geothermal fluids are produced from a depth of about 2 km, but the ongoing Iceland Deep Drilling Project (IDDP) aims at extracting supercritical fluids from a depth of about 3 to 5 km (Fridleifsson and Elders, 2005).

To derive an integrated model of the Hengill geothermal system, we carried out geophysical observations in the framework of the IGET (Integrated Geophysical Exploration Technologies) European Framework Program 6 project (Cumming and Bruhn, 2010). The inversion of a series of TEM soundings and MT profiles provided the resistivity model (Árnason et al., 2010), and a local earthquake tomography survey provided velocity models. Setting up a temporary seismological network with seven broadband seismic stations in the Hengill volcanic area supported two different objectives:
1. These seismic data support earthquake location and $V_P$ and $V_S$ tomography analyses that, together with the complementary 3D MT resistivity imaging, will constrain the geological structure to depths of 0-5 km beneath Hengill volcano. The study includes both natural seismicity associated with the triple junction and induced seismicity associated with the exploitation of the geothermal system. This builds on previous tomography studies carried out at Hengill volcano (e.g., Toomey and Foulger, 1989) that revealed the main structural features of the volcanic area and the triple junction. In particular, the $V_P/V_S$ ratio and attenuation measurements are diagnostic of pore-fluid and temperature conditions when used in conjunction with $V_P$ (Evans et al., 1994; Gunasekera et al., 2003; Husen et al., 2004).

2. In a separate study (Jousset et al., 2010b), the broad-band seismic data support analysis of the frequency content of the (micro)earthquakes, particularly long-period (LP) events that may be related to non-double couple events previously identified at the Hengill volcano in the 1980s. These events are thought to be possible signatures of fluid movement linked to the geothermal exploitation (Miller et al., 1998). Broadband seismometers allow the acquisition of broadband signals, like long-period (LP) earthquakes (0.5 s to 5 s), tremors, and very-long-period (VLP) earthquakes (above 5 s) (e.g., Jolly et al., 2010), having specific characteristics described mainly in terms of duration and frequency content, that are related to resonances of fluid-filled cavities like cracks (Chouet, 1996) or conduits (e.g., Jousset et al., 2003; 2004).

In the present paper, we focus on the first objective above, improving the resolution of structural features within the Hengill geothermal field, by deriving a seismic velocity model from tomography based on the local seismicity acquired for this project and integrating the resulting velocity model with the resistivity model of Árnason et al. (2010) into a common interpretation. The second objective is the subject of another work (Jousset et al., 2010b) which uses results of this study. After giving a brief description of the Hengill geological setting in Section 2, we describe the seismological data acquisition and processing in Section 3. The strategy for performing the tomography inversions is outlined in Section 4. In Section 5, we describe our method to integrate the results of the velocity model and the resistivity model. Finally, conclusions appear in Section 6.

2 The geothermal field at Hengill volcano within the triple junction tectonic setting

2.1 Geological setting of the Hengill Volcano Complex

The Hengill volcanoes are located at the intersection of three tectonic systems (Ingolfsson et al., 2008):
(1) the Reykjanes Peninsula, which is the topographic expression of the Reykjanes Ridge spreading between the North American and European plates to the south

(2) the West Volcanic Zone, which expresses the spreading between the North American and European plates to the north

(3) the South Island Seismic Zone, which is a transform zone from the West to the East Volcanic Zone

Therefore, the area is a triple junction, favorable to the rising of magma pulses and associated heat (Foulger, 1995). An intense fissure swarm crosses Hengill volcano (Figure 1) and extends from the coast to the south of Hengill volcano and to the north of Lake Thingvallavatn. At the eastern edge of Hengill volcano lies a second volcano called Hrómundartindur, and a third volcano Grensdalur is located to the south.

2.2 The geothermal system at Hengill Volcano Complex

The Hengill volcanoes were found in the late 1960s to have high potential for geothermal energy production (Gunnarsson et al., 1992). The natural geothermal activity is expressed by numerous hot springs and fumaroles spread throughout the area around the three central volcanoes (Figure 1), (Saemundsson, 1995; Arnórsson et al., 2008). The heat loss is about 350 MW. Steam and hot water for electricity generation and space heating are located near the volcanic centres at the Hengill geothermal system (Figure 1), within a fissure zone and a graben characterised by both porous matrix and anisotropic fissure permeability (Bjornsson et al., 2003; Gunnarsson et al., 2010). Two fields are at present exploited: Nesjavellir, in the northern sector and Hellisheidi in the southern sector. The Bitra and Hverahlíd fields are being explored to the east and south of Hengill central volcano, respectively (Franzson et al., 2010). The Nesjavellir Field (Figure 1) supports the first power plant installed in the Hengill area. Based on extensive exploration studies (Gunnarsson et al., 1992), over 20 wells up to 2.5 km in depth have been drilled. Reyjavik Energy operates a 90 MWe power plant and produces 200 MWt of thermal energy for space heating in the Reykjavik area, 27 km away. Production at the Hellisheidi Field to support 210 MWe generation began in 2006 (Gunnarsson et al., 2010). Injection wells for the fields in the Hengill area (Hardarson et al., 2010) are located south of the production areas.
2.3 Tectonic, volcanic activity and seismicity at Hengill volcano

Recent tectonic and magmatic activity has been associated with the Hengill volcanic system since the center of volcanic production shifted westward from Grensdalur to the Hengill system 0.5 Ma ago (Ingolfsson et al., 2008), although Grensdalur has probably been active more recently than 0.5 Ma (Kristjan Saemundsson, pers. comm., 2008). Apart from a small eruption in 1789 at Hengill volcano, which accompanied the last rifting episode, the last major eruption occurred about 2000 years ago. Between 1952 and 1955, several earthquake swarms occurred in the Hengill area and ended with a magnitude 5.5 event in 1955. In 1994 intense swarm activity started at the Hengill area beneath Hrómundartindur volcano, with several thousand events above magnitude 0.5 recorded by the South Iceland Lowland (SIL) network (Stefánsson et al., 1993; Jakobsdóttir, 2008). In March 1995, the activity spread to the Ölfus area, about 10 km south of the Hengill and Hrómundartindur volcanoes. This activity stopped in mid 1996; a second sequence that started in 1997 culminated with two magnitude 5.5 earthquakes in June and November 1998. Over 90,000 earthquakes were located altogether in this episode. In mid-1999 the activity returned to the pre-1994 level. Repeated geodetic measurements and InSAR detected uplift (7.5 centimeters) centered south of Hrómundartindur volcano and expansion between 1986 and 1995 in the southeastern area of the Hengill volcano (Sigmundsson et al., 1997; Feigl et al., 2000). This activity is interpreted as a small magma intrusion of about 1 to 3\times10^7 m^3 and modelled by a Mogi (1958) source at a depth of about 7 km (Feigl et al., 2000). Pedersen et al. (2007) attributed the production of so many earthquakes by such a small intrusion to the low background stress level.

The intense seismicity at Hengill volcano and in southern Iceland has been the subject of several local earthquake tomography studies. In 1981 a temporary network of 23 analogue seismic stations with vertical component seismometers recorded 2000 locatable earthquakes (Foulger, 1988a; 1995), from which a 3D distribution of compressional-wave speed \(V_p\) was obtained (Toomey and Foulger, 1989; Foulger and Toomey, 1989) with a resolution of 2 km horizontally and 1 km vertically. In 1991 a temporary network of 30 seismic stations with short-period three-component sensors continuously recorded ground motion with a sampling rate of 100 Hz for two months. From about 4000 recorded earthquakes, inversion of 228 well-distributed earthquakes and one explosion supported the tomographic imaging of seismic velocity in a volume about three times larger than the volume analysed in 1981 (Foulger, 1995; Miller et al., 1998), but the resolution was not improved. Tryggvason et al. (2002) analysed nine years of the SIL records (Jakobsdóttir, 2008) comprising about 75,000 earthquakes to perform a more regional tomography of southwest Iceland, with a special focus on the Hengill Triple Junction. The resolution of the model is 4\times4 km due to the great distance between seismic stations of the SIL network.
These seismic studies reveal the main structures of the volcanic area and the triple junction at Hengill, but their resolution is not sufficient to infer details of the geothermal field suitable for drilling. In the present study, we perform 3D tomography (Section 4) on earthquake records from a four-month long survey using high-quality, continuous broadband recording described in Section 3, and we integrate our results with a resistivity model (Section 5).

3 Data acquisition and processing

Our network included two CMG-40TD (0.016-50 Hz) Güralp and five CMG-ESP (0.008-50 Hz) Güralp broadband three-component seismometers (Figure 1). The stations recorded ground motions continuously with a sampling rate of 100 Hz from June to October 2006. Digitized data were stored on local hard disks. A detailed description of the broadband network, station set-up and data processing can be found in Jousset and Francois (2006). In addition, we used three stations from the permanent SIL network (Stefansson et al., 1993; Jakobsdóttir, 2008), set to continuously record data during the four months of our study. Compared to previous tomographic studies (e.g., Foulger and Toomey, 1989), we designed our network to image the known locations and focal depths of earthquakes (depths of about 1-5 km) (e.g., Jakobsdóttir, 2008). Therefore, the network coverage is smaller than the coverage of Foulger and Toomey (1989) networks, but the station density is about the same and even denser around Olkelduhals, as shown in Figure 1.

3.1 Earthquake detection, classification and catalogues

To detect events, we performed a Hilbert transform on each of the three components of the continuous data and computed the ratio between the STA (Short Term Average, using 0.5 s of data) and LTA (Long Term Average, using 10 s of data) of the velocity amplitude at each station. An event is detected when the STA/LTA ratio exceeds a threshold (fixed at 2 for our data set), for the three components at the same time. When an event is detected at four (or more) stations of our network, the waveform of the signal (one minute of data, with 15 seconds before the trigger and 45 seconds after the trigger) is extracted for all stations from the continuous data and classified according to the number of stations that detected the event. Once event detection and automatic classification have been performed, a further analysis of each waveform at each station is performed to extract as much information as possible from the data. We used an interactive integrated program written in Matlab for analysis of data from local seismic arrays (Jousset, 2006).
This approach allowed us to detect and classify more than 600 events from June 2006 to October 2006. These events included 500 volcano-tectonic microearthquakes located within the Hengill area, 40 tectonic earthquakes originating from outside the Hengill area, and 30 long period events, among which 10 are thought to be within the Hengill area (Jousset et al., 2010b). Note that the SIL network recorded 130 locatable earthquakes for the same period of time, all of which were detected by our algorithm. The rate of seismicity is more than four events a day with some periods of several earthquakes per minute. The analysis of all event types is described in Jousset et al. (2010b).

3.2 P- and S- arrival times picking method

The joint inversion for hypocentre location and 3D velocity model tomography was performed using volcano-tectonic earthquakes, with clear arrival times for P- and S- waves on at least four stations. Computer assisted visual picking was employed to accurately pick the compressional (P) and shear (S) arrival times required for the tomography. To ensure better control on the quality of the data set and also to apply the method to the picking of S-waves, which are more difficult to accurately pick using an automatic method, we did not use an automatic phase-picker (Allen, 1982; Zhang et al., 2003). To assist the visual picks, we implemented an algorithm that computes and displays picking criteria (Akaike, 1978) directly on the amplitude trace of the seismogram (Maeda, 1985), without using autoregressive coefficients as in methods like that of Leonard and Kennett (1999). For a digital seismogram $x[1,N]$ of length $N$ samples, the Akaike Information Criteria (AIC) value is defined as:

$$\text{AIC}(k) = k \log(\text{var}(x[1,k])) + (N-k-1)\log(\text{var}(x[k+1,N]))$$

in which $k$ ranges through all the seismogram samples, $\text{var}$ means the variance, and $\log$ is the natural logarithm. When selecting windows where a wavelet is located, this AIC picker defines the onset point as the global minimum (Figure 2). This picking method minimizes operator errors. Our broadband data also includes oceanic microseisms, which affect the AIC values, preventing accurate picking unless filtering is applied. The best picking results were obtained when data were filtered in the range 1 to 30 Hz. We extracted 339 earthquakes with clear P- and S- arrival times detected by at least 4 stations (2266 P- and 2432 S- arrival times).
We also implemented an estimate of picking uncertainty. The uncertainty is estimated by the use of two picking values instead of only one, as is usually done. The two picked times define a time interval during which the wave arrival time might be located, assuming uniform probability. Figure 3 shows the statistics on the time interval for P and S picks, quantifying the uncertainty of our data set. These statistics are used to define the pick quality required by the tomographic inversion algorithm (Kissling et al., 1994). The time interval that includes 95% of the pick uncertainty values is divided into four sub-intervals, each allocated to a pick quality. For instance, an interval of 0.06 s includes 95% of the pick uncertainty values for P-picks (Figure 2). Pick quality numbers indicating decreasing quality from 1 to 4 are allocated to time intervals (0-0.015 s, 0.015-0.03 s, 0.03-0.045 s, 0.045-infinity).

### 3.3 $V_p/V_s$ ratio from Wadati diagram analysis

A global first estimation of the mean $V_p/V_s$ ratio can be determined by using the Wadati diagram in which the S-P differential time is plotted against the P-arrival time (Wadati, 1933) or the S-arrival time is plotted against the P-arrival time (Chaterjee et al., 1985). The $V_p/V_s$ ratio is then calculated from the slope, which provides a starting model for tomographic inversions.

The Wadati diagram analysis can also be used to detect and remove outliers in the picked arrival times for each earthquake. These will cause $V_p$ and $V_s$ points to plot far outside the corridor defining the $V_p/V_s$ ratio. These bad points indicate bad P or bad S picks, or both: we either removed them from the data set, or we inspected the seismograms to check picks. From the 341 earthquakes in our data set, errors mainly result from bad S− wave picks for the more remote stations, HEI and SAN. S− to P− wave conversions at structural features might have led to confusion between phases. Errors in the P− pick may have occurred because of low signal/noise ratio. We removed 17 earthquakes and corrected picks for about 25 earthquakes.

After bad picks had been corrected, we applied the Wadati diagram analysis again to the reduced data set (322 earthquakes). We also computed the histogram of the P and S pick couples per event used for the Wadati diagram. We found 3, 39, 43, 67, 52, 56, 43 and 36 events that had a number of picks 3, 4, 5, 6, 7, 8, 9 and 10, respectively. The median number of P and S pick couples per event is 7. A $V_p/V_s$ ratio of 1.75 +/-0.12 provides the global fit to all pairs of earthquake picks (Figure 4). We also computed the $V_p/V_s$ ratio for each earthquake separately, and averaged these ratios to find that $V_p/V_s = 1.765 +/-0.15$. These values reflect a typical range of $V_p/V_s$ ratio for crustal rocks, similar to those inferred from previous data analysis in the Hengill area: Foulger (1995) and Miller et al. (1998) found $V_p/V_s = 1.77$ and Tryggvason et al. (2002) obtained $V_p/V_s = 1.78$. 
4 Joint hypocentre location and 3D tomography

The theory and method of local tomography inversion have been described by a number of authors (e.g., Thurber, 1983; 1986; 1993; Kissling, 1988; Ellsworth et al., 1991; Eberhart-Phillips, 1993; Iyer and Hirahara, 1993; Kissling et al., 1994; Eberhart-Phillips and Michael, 1998; Tryggvason et al., 2002; Koulakov et al., 2007).

4.1 A priori hypocentre location for inversion

Many tomographic studies (Thurber, 1983; Eberhart-Phillips, 1990; 1993; Eberhart-Phillips and Michael, 1998), invert local earthquake arrival times for hypocentre locations and velocity structure in two steps: 1. joint inversion for the 1D velocity model and hypocentre locations, followed by 2. joint inversion for the 3D velocity model and hypocentre locations.

To test the effect of variations in the a priori hypocentre locations on the results of the velocity inversion, we invert our data set using velocity models of increasing complexity. We perform preliminary independent hypocentre location inversions using either a homogeneous P-wave velocity model of 5 km/s for inverting P-picks only or a homogeneous S-wave velocity model of 2.8 km/s for inverting S-picks only; the P- and S-wave velocities are taken from previous studies at Hengill (Foulger, 1995; Miller et al., 1998; Tryggvason et al., 2002). To estimate hypocentre locations, we implemented a grid-search nonlinear inversion procedure in which travel times are computed at each station for sources located at regularly spaced nodes (300 meters) of a 3D grid sampling the volume beneath Hengill volcano (17 km E-W × 20 km N-S × 10 km deep). Grid searches to independently fit P-picks and S-picks reveal that most earthquake hypocentre locations fall in the central area of our network. Using these a priori hypocentre locations, we then performed the two-step tomography approach applying a 1D model inversion code VELEST (Kissling et al., 1994) and a 3D model inversion code SIMULSP12 (Thurber, 1993; Evans et al., 1994). The 1D code VELEST (Kissling et al., 1994) provides 1D $V_P$ (and $V_S$) models as a starting point for the 3D inversion (Eberhart-Phillips, 1993). The velocity structure of the geothermal reservoir is imaged by applying tomographic inversion to the local earthquakes with the computer program SIMULSP12 (Thurber, 1983; Evans et al., 1994; Thurber, 1993; Eberhart-Phillips, 1993) that solves simultaneously for earthquake locations and crustal structure by an iterative damped-least-squares method.
4.2 VELEST 1D inversions

The first step involves running VELEST on the station location and arrival time data for the 322 detected earthquakes and jointly inverting the earthquake hypocentres, the 1D velocity model used in the hypocentre computation, and the station corrections used to adjust residual errors that are likely due to near-surface effects. An initial test indicated that the use of only P-wave arrival times leads to improbable results (P-wave velocities are not realistic). We invert the $V_P$ model first, using both P-wave and S-wave arrival times and assuming a constant $V_P/V_S$ ratio.

Following Husen et al. (1999), for each set of the performed inversions we used a wide range of starting velocity models to estimate the resolution of the 1D inverted model, assuming a constant $V_P/V_S$ ratio of 1.76. We invoke two a priori hypocentre assumptions: the location and depth previously computed from the grid search or the location of the centre of the network (station HE3) and a depth of 4000 m. Both a priori hypocentre assumptions produce similar results for the velocity model and hypocentre locations. For all inversions, the station correction is inverted by fixing the correction at station HE3 to be zero. Station corrections are positive for the stations (HEI, KRO and SAN) located outside Hengill volcano, whereas station corrections within the network (HE1 to HE7) are all negative.

Figure 5 shows the final result of the 1D inversion with P- and S- arrival times. The small aperture and the small number of earthquake are probable reasons for the lack of conformity with previous models at depths of 5 to 7 km. Data variance from the inversion for the 1D model is RMS=0.08192. This P-wave velocity model is used as the initial model for inverting the $V_P/V_S$ ratio. We use the same approach to invert for the 1D model of the $V_P/V_S$ ratio.

4.3 3D inversion using SIMULPS12

The second step of the tomography involves inversion of the P- wave velocity model using the $V_P$ 1D model (Figure 5) and $V_P/V_S=1.76$ as a priori information in the program SIMULSP12 (Evans et al., 1994). We vary the $V_P/V_S$ values as starting models in subsequent inversions. Following Evans et al. (1994), we first filtered out all earthquakes for which the azimuthal distribution of stations around the epicenter left an angular gap greater than 180°. The number of earthquakes in the reduced data set dropped to 249 earthquakes.
Several methods can be used to parametrize the structure (see appendix). To parametrize the structure, we assigned values of $V_P$ and $V_P/V_S$ ratio to the nodes of a 3D grid. The observed P- and S- arrival times are inverted to simultaneously determine the coordinates of earthquake hypocentres and the values of $V_P$ and $V_P/V_S$ at the grid nodes. Trilinear interpolation is used to estimate $V_P$ and the $V_P/V_S$ ratio between the nodes. Ray paths are calculated with an approximate 3D ray tracing algorithm that produces curved, nonplanar ray paths defined by points more finely spaced than the velocity grid. The solution is obtained by iterative damped least-squares inversion (Evans et al., 1994). For each iteration, new ray paths are determined and the hypocentre solution is computed. Weighting is applied to each observation based on the size of the travel time residual and source-receiver distance.

A damping parameter is used to stabilize the inversion (Eberhart-Phillips, 1986). Prior to each 3D inversion, the damping parameter is chosen empirically by evaluating the trade-off between data and model variances in one-step inversions (Eberhart-Phillips, 1986). The data variance is computed from observed and computed travel times and the model variance is computed from the 3D velocity variation with respect to the 1D model. The optimal value of the damping is the one for which the data variance is minimum with a reasonable model variance.

4.4 Resolution and robustness of models

The distributions of the sources and stations yield a model volume that is irregularly sampled by seismic ray paths. Estimating model fidelity or resolution in earthquake tomography may be performed by several means, such as inspecting the diagonal elements of the resolution matrix (Roeker, 1982), or by evaluating reconstructed synthetic models (e.g., checkerboards) for specific earthquake or station geometry (Humphreys and Clayton, 1988; Eberhart-Phillips and Michael, 1998).

The model resolution matrix describes the distribution of information for each node, such that each row describes the resolution of a model parameter and how well the information has peaked at this particular node or smeared to adjacent nodes (Thurber, 1993; Eberhart-Phillips and Reyners, 1997; Eberhart-Phillips and Michael, 1998; Yao et al., 1999). It provides information necessary for interpreting the distribution of ray-paths (Figure 6) and the degree and pattern of smoothing. Michelini (1993) computes the resolving width, $S_j$, for a grid point from all the elements, $s_{ij}$, of the corresponding row of the resolution matrix, weighted by their distance, $D_{jk}$, from the grid point,

$$S_j = \log \left[ \left| \sum_{k=1}^{N} \frac{s_{kj}}{s_{jj}} \right| 2D_{jk} \right]$$

(2)
This measure also takes into account how much smearing into adjacent nodes is present. A similar measure is given by the spread-function \( SF_j \) of node \( j \) as defined by Toomey and Foulger (1989). It is calculated from the sum of all elements of the corresponding row of the model resolution matrix \( r_{kj} \) weighted by their distances \( D_{jk} \) to the particular node:

\[
SF_j = \log \left[ r_j \sum_{k=1}^{N} r_{kj} \frac{r_j}{r_j} D_{jk} \right]
\]

The size of the model resolution matrix often makes complete examination not feasible. On the other hand, the restriction to only the analysis of the diagonal elements is not sufficient because it neglects the valuable information contained in the off-diagonal elements. Furthermore, the size of the diagonal elements is strongly dependent on the damping and the dimension of the grid used in the inversion.

The spread function therefore considers both the amount of information and its smearing. Large diagonal elements result in small \( SF \)-values, whereas significant values of off-diagonal elements, especially of distant nodes, result in larger \( SF \)-values. Figures 7 and 8 show these spreads for example sections. These figures show where the tomography is well resolved, by clipping out zones where the resolution given by the resolution matrix is too low and using a grey color scale to quantify the resolution.

Using a checkerboard test, we further evaluate the scale of seismic velocity variations that could be resolved by tomographic inversion of data collected using our acquisition geometry. The synthetic velocity model includes a 3D checkerboard pattern of positive and negative 5% perturbations in seismic velocity relative to the 1D velocity model. Synthetic travel times are computed in the perturbed model for the real hypocentre and station distribution. We invert the synthetic travels times (to which a normal error distribution with rms=0.02 s is added) by starting from the 1D velocity model. The reconstruction of the checkerboard is successful where the tomographic cells (velocity parameters) are sampled by enough rays (Figure 6). Results of the checkerboard tests performed with a grid node spacing of 1 km and an anomaly size of 2 km show that the reconstruction is good in the center of our network (see Figures 9, 10 and 11). Away from the network, the image is not resolved, as cells are crossed by a small number of rays (Figure 6).
For the inversion of the real data, we started with a coarse 3D grid with a spacing of 2 km, with several nodes outside the target geothermal system, to constrain the volume that our dataset could image. In a second step we refined the grid by using a grid node spacing of 1 km to model the subsurface. After we inverted for the $V_p/V_S$ ratio with grid spacing 1 km, the final RMS error is 0.041 s. Inversions performed with different grid spacings produce similar features (Figures 12 and 13), which implies that observed features are robust. The area of resolution is slightly reduced with 1-km grid spacing, especially at the edges of the network. Still, the grid spacing of 1 km produces excellent image fidelity without serious loss of resolution for the critical region directly below our network.

We conclude that velocity variations with a scale of about 2 km or larger can be identified using a 1-km resolving grid within the perimeter of the seismic network and at depths shallower than 5 km, a range that encompasses the targeted geothermal reservoir.

4.5 Results

Final results for the P-wave velocity are shown in horizontal slices at different depths (Figure 12) and in NS and EW cross-sections (Figures 13 and 14). The same iterative approach has been used to invert for the $V_p/V_S$ ratio and earthquake hypocentres (Figures 15 and 16).

Distribution of earthquakes

Local seismic events (predominantly volcano-tectonic events) are found at depths between 1 and 6 km beneath our network. Several individual clusters (at least 4) can be identified, all within the aperture of the network. A first cluster (21.3 W, 64.09 N) of about 15-20 earthquakes is located within Hengill volcano to the south of Nesjavellir at a depth of 2 to 3 km (Figures 12 and 14). These earthquakes might correspond to stress changes related to geothermal production at Nesjavellir. The second cluster (21.23 W, 64.05 N), the third cluster (21.24 W, 64.07 N), and the fourth cluster (21.26 W, 64.06 N) lie around HE3 station, between 2 and 5 km depth, within a rock volume with low P-wave velocity and high $V_p/V_S$ ratio. Most of the seismicity is located above a deep electrical conductor (Árnason et al., 2010). In addition, their location is consistent with the heat source at depth near Bitra described in the conceptual model of Gunnarsson et al. (2010).
We interpret these earthquakes as resulting from stress changes within the geothermal reservoir where hot fluid rises in the crust above the heat source. Note that the locations are at the intersection of faults inferred from the long-term seismicity (Árnason et al., 2010), as shown in Figure 17 on the resistivity maps. A possible explanation for stress change could be heat exchange from depth between different parts of the geothermal system, as proposed by Geoffroy and Dorbath (2008). We further discuss this hypothesis in the light of the tomography results. Tryggvason et al. (2002) report clusters of deep earthquakes occurring at about 10 km depth, below the brittle/ductile transition at 5-6 km depth, which they attribute to a change in the strain rate of the spreading rift. We did not observe such deep earthquakes during our experiment.

Cooling, mostly through natural heat loss and consequential thermal contraction and cracking in the heat source has been proposed as the cause of the continuous small-magnitude earthquake activity in this area (Foulger and Long, 1984). This mode of earthquake induction was suggested following the observation that many of the earthquakes have non-double-couple focal mechanisms with large explosive components. The mechanism responsible for those non-double-couples may be fluid flow into newly formed cracks (Miller et al., 1998; Sens-Schönfelder et al., 2006). Jousset et al. (2010b) discuss the source mechanism of the observed long-period (LP) earthquakes and relate them to fluid exploitation, rather than to magmatic activity. Such LP earthquakes may be related to the resonance of part of the hydrothermal system, such as fractures filled with gas or supercritical fluids and could be triggered by pressure changes with sudden variations in the fluid flow rate at start-up or shut-in of geothermal production and injection.

**VP structure**

Our results reveal a high $V_P$ body southeast of the Olkelduhals area at depths ranging from 0.5 to 4 km (area A in lower left map in Figure 12). $V_P$ varies laterally by about -10% to +10% from its average value within each layer. This observation is also reported by Foulger and Toomey (1989) and Miller et al. (1998). We also find low velocity bodies at 1 km depth in two areas, 1) north-west of Olkelduhals, south of Mount Hengill and 2) below Nesjavellir exploitation wells, indicated as areas B1 and B2 in lower left map in Figure 12 and upper left map in Figure 17. These low velocity bodies are collocated with high temperature anomalies measured in wells (Gunnarsson et al., 2010).

At about 4 km depth, Foulger (1995) found a small (about 5 km$^3$) low-$V_P$ velocity anomaly (about -7 %) beneath the northern edge of Mount Hengill that she interpreted as a small volume of partial melt. This body was not confirmed later by the tomography of Foulger et al. (1995). At this location (below Nesjavellir), our tomography reveal a possible high-$V_P$ velocity body, but its exact extension is not well resolved because our experiment lacked deep seismicity.
The $V_p/V_S$ ratio varies by 6% throughout the maps at six depths from 1 to 4 km shown in Figure 15. The most coherent anomaly is an elongated low-$V_p/V_S$ feature at 0 to 2.5 km depth that is aligned with the trend of the hot springs along its eastern margin. This body strikes N-NW, whereas the fissure swarm strikes NE in the Hengill area (Figure 1). At 3-4 km depth, low $V_p/V_S$ values extend beneath the northern part of Hengill volcano, to the south of Olkelduhals area and to the east, although the checkerboard test in Figure 16 shows that its full extent is not well resolved. These bodies may be the low-$V_p/V_S$ ratio area found by Tryggvason et al. (2002), with a better resolution.

For solid rock, seismic velocities and the $V_p/V_S$ ratio can be defined using the effective bulk and shear moduli, which are dependent on rock matrix moduli, pore fluid content, pore pressure, porosity and temperature. For fluid-saturated rocks, effective bulk and shear moduli can be computed by Gassmann’s equations (Gassmann, 1951). The Gassmann equations are valid at seismic frequencies for a statistically isotropic pore space for any pore geometry. $V_S$ is sensitive to rock matrix properties, especially rigidity related to induration and high rank alteration. It is less sensitive to porosity, except as it relates to rigidity and density. $V_S$ is much less sensitive to the free gas to water ratio. $V_P$ is more sensitive to porosity. If free gas is less than a few percent by volume, a small increase in gas will cause a large decrease in $V_P$ due to the much higher compressibility of gas. After gas exceeds a few percent, further increase causes $V_P$ to increase slowly.

Husen et al. (2004) computed theoretical changes of $V_p/V_S$ and showed that a change in pore fluid from liquid to gas produces a significant decrease in $V_p/V_S$ at high porosity. At Hengill, the porosity is less than 15% (Miller et al., 1998). According to Husen et al. (2004), a porosity of 10% causes a decrease of 8% in $V_p/V_S$ ratio, which is a bit larger than what we observe in our tomographic images. Associated with the low $V_p/V_S$ ratio at shallow depths, we observe a high $V_P$ anomaly in the southwest part of the area, excluding gas as the cause of the low $V_p/V_S$ ratio, and a low $V_P$ anomaly in the northwest, where gas could be the cause of the low $V_p/V_S$ ratio. As shown in Figure 15, many hydrothermal features are located along the elongated $V_p/V_S$ anomaly, suggesting the existence of hot conduits, where fluids circulate up to the surface.

According to Árnason et al. (2010), much of this trend is correlated with a low-rigidity, low-permeability, relatively shallow clay cap, and thermal manifestations occur at gaps in this cap where structures or unaltered formations connect the thermal manifestations through the base of the clay cap to the immediately underlying reservoir, generally less than 2000 m deep and sometimes less than 500 m deep. Moreover, Gunnarsson et al. (2010) and Bjornsson et al. (2003) suggest that many of the springs and fumaroles along this trend mark outflows, not only upflows.
Small melt pockets were suggested by previous studies (e.g., Foulger, 1995; Feigl et al., 2000). It is possible that a magma body could be associated with the high \( V_p/V_S \) values which form an elongated anomaly extending below 2.5 km in the central part of the study area. However, the cut-off depth of the seismicity is much deeper (about 5 to 6 km); according to temperature gradients observed in wells, a temperature of about 665°C (Tryggvason et al., 2002) may be inferred at this depth. This temperature is too low for large magmatic bodies, but Árnason et al. (2010) suggested that dykes and magma intrusions might exist based on new resistivity results.

To either side of this central body, our results reveal separate low-\( V_p/V_S \) features. Tryggvason et al. (2002) attributed low \( V_p/V_S \) ratio to the existence of supercritical fluids. We discuss this issue in the next section by integrating our velocity models and the resistivity model (Árnason et al., 2010).

5 Integrating velocity and resistivity structures

The integration of observations from different geophysical techniques is a way to increase our knowledge of the structure of geothermal systems. Several geophysical techniques have been applied to study the structure of the Hengill high-temperature area (Bjornsson et al., 1986; Gunnarsson et al., 1992). Within the IGET project, transient electromagnetism (TEM) surveys and 3D magneto-telluric (MT) profiles have been acquired over the area (Árnason et al., 2010). Figures 17, 18, and 19 compare the tomography results with the 3D resistivity inversion results of Árnason et al. (2010). At about 2 to 3.5 km, where most of the seismicity occurs, a change in seismic and electrical parameters also appears to occur. These changes may reflect changes in rock alteration or fluid physical properties.

5.1 High-temperature Hengill geothermal system resistivity structure

The resistivity structure of high-temperature geothermal systems in basaltic rocks has been summarized in Árnason et al. (2010), which also describes the acquisition and 1D and 3D inversion of new transient electromagnetic (TEM) and magnetotelluric (MT) observations in the Hengill area. Inversion of this TEM and MT data set reveals a low resistivity vertical cylindrical body below Olkelduhals at depths of 3 to 4 km, and an elongated low resistivity anomaly oriented NW-SE at greater depths. Árnason et al. (2010) discuss the nature of these conductors. First, they describe the structural relationships between geological data and the resistivity model above 2 km, where well data is available. Second, the low resistivity at 4 km depth corresponds to solidified dikes and magmatic intrusions, which provide the heat source for the geothermal system above. However, no indication is provided as to which property of the dikes or the intrusions makes them conductive.
5.2 Integration of velocity and resistivity models

Figure 17 shows a comparison of the results of the 3D resistivity model (Árnason et al., 2010) and our $V_p$ velocity and $V_p/V_S$ ratio models for the depths between 2.5 and 3.5 km where $V_p$, $V_p/V_S$ and resistivity show significant changes.

There are two approaches to establishing relationships among rock properties: establishing relationships using rock physics models, and formulating empirical relationships directly between the properties of interest (Harris and MacGregor, 2006). The first approach is based on theoretical models that predict the variation of rock properties with respect to some underlying rock parameters, such as the Archie equation relating resistivity to porosity for clay-free rocks (Archie, 1942) and the Gassman equations relating seismic velocity to porosity for consolidated rocks (Ciz and Shapiro, 2007). In addition to rock physics models to relate resistivity or seismic velocity to parameters like porosity or temperature, this approach also requires empirical support for these relationships (e.g. Kristinsdóttir et al., 2010; Jaya et al., 2010). The second approach is to use suitable data to empirically fit a direct relationship between rock properties, such as between seismic velocity and electrical resistivity using the Faust equation for consolidated sandstones (Faust, 1953). A difficulty with both of these approaches is that the solution obtained may be biased if the relationship between the rock properties is not well described by the models or empirical equations.

An alternative way to investigate the relationships between resistivity and seismic velocities is by cross-plotting them (Munoz et al., 2010). In this work, we confirm the potential of this method to improve our knowledge of structural features at geothermal systems. We focus here on the link between the $V_p/V_S$ ratio and resistivity to illustrate the great potential this method has for high-enthalpy geothermal systems.

We adapted to our case classification algorithms used to perform lithologic interpretations (e.g. Bauer et al., 2003). The seismic model ($V_p/V_S$ ratio) and the resistivity model at the Hengill area were first considered as a set of grid cells representing the objects to be classified. As the velocity and resistivity inversions were performed independently, we first defined common grid cells, in which values of resistivity and $V_p/V_S$ ratio are interpolated from their initial model into each cell of the common grid. Trilinear interpolation is used for both data sets. The choice of the interpolation is not critical for the final results. Each grid cell is therefore characterized by distinct values for the two attributes $V_p/V_S$ ratio and resistivity. We used a grid cell of size 0.005 degrees (about 250 m).
To perform the classification, we plotted resistivity values for all cells as a function of $V_p/V_S$ ratio values (Figure 18). Volumetrically large geologic units having homogeneous geophysical properties will plot as a single cluster, with many instances. Small geologic units, or those whose $V_p/V_S$ ratios and/or resistivity values are highly variable and do not correlate, will be relegated to the background of the plot. We quantify the number of {resistivity, $V_p/V_S$ ratio} couples that fall into a particular area of the cross-plot (defined as a class) using a 2D histogram technique. We did not use cluster analysis or probability density functions to identify classes. Instead, classes are taken as areas encompassing clear maxima in the 2D histogram. Limits of the classes defined by each maximum in the 2D histogram are given in Table 1. Slight differences in drawing class limits would change the limits of the specific zones in the geological medium, but it would not change main features. Figure 18 shows that we may define several classes of {resistivity, $V_p/V_S$ ratio}, listed as classes 1 to 9 in Table 1.

To verify the hypothesis that each class in the distribution of {resistivity, $V_p/V_S$ ratio} corresponds to specific zones in the geological medium, we plot the location of every couple belonging to one class on maps at several depths using a color scale. Figures 19 shows these maps at the three depths (see Figure 17) for classes shown in Figure 18 (see also Table 1). The geographic zones corresponding to classes defined in the 2D histogram are not random and correspond to geological features that can be differentiated by their combination of rock physics properties.

The most remarkable structure is the bean-shaped, class 8 and 9 feature at 3.5 km depth to the east of Hengill volcano. It trends southeast towards the seismically active area and the locations of hydrothermal manifestations. The overlying class 8 feature shown in the 2.9 km depth map indicates an onion-like layering of the parameter classes centered near the eastern edge of Hengill. Several classes above class 8 display the same onion-layer behaviour: going through the structure from shallow to deep, many of the classes are first located below the eastern edge of Hengill volcano and then spread around this central part, each defining a layer. For example, class 5 is located east of Hengill volcano at 2.3 km depth and spreads around this central area at 2.9 km depth, where it it appears farther north, to the east of Nesjavellir, and farther south, to the east of Olkelduhalss. Below, the bean-shaped class body (classes 9 and 10) occurs at the center of the anomaly at 2.85 km depth and then spreads around to the sides at 3.5 km depth. The feature centered below the Hengill volcano may indicate the existence of a hot body having low resistivity and high $V_p/V_S$ ratio, with a gradual variation of the parameters around it.
5.3 Discussion of the structure of the Hengill geothermal system

Based on results from previous investigations and this study, we have tentatively interpreted the classes of resistivity and $V_p/V_S$ ratio shown in Figure 19 as a conceptual cross-section in Figure 20, showing the structural features of the hydrothermal system at Hengill volcano. Unfortunately, no cross-section or averaged corridor of sections was sufficiently populated by class data to illustrate the geometry more effectively than the sketch in Figure 20.

Recent observations from wells (Haraldsdottir et al., 2010) and surface geophysics (Árnason et al., 2010) have been used to infer the rock properties of the upper 2.5 km of the exploited geothermal fields at Hengill and have been integrated in a conceptual model of the Hengill geothermal system (Franzson et al., 2010). Like many other geothermal systems in the world, the Hengill geothermal system (Nesjavellir and Hellisheidi) comprises a low-resistivity layer underlain by higher resistivity. These structures are associated with alteration minerals having different electrical conductivity. In the low-resistivity cap, conductive alteration minerals in the smectite zeolite zone dominate (50-200°C). As temperature approaches 240°C, mixed-layer clays and then chlorite dominate with increased resistivity (Haraldsdottir et al., 2010). The temperature distribution given by the wells suggests that fluid movements are twofold: an up-flow above hot zones, where low resistivity and low-$V_p/V_S$ velocity bodies are located (0-2.5 km depths) (e.g., Hengill volcano) and down-flow of cold fluids at the southern and western sides of Hengill volcano and Nesjavellir.
The interpretation of the deeper, elongated, low resistivity/high $V_p/V_S$ ratio body (Figure 17) is more speculative. This body is located at the intersection of the faults inferred from long-term seismicity in the Hengill area (Árnason et al., 2010). It is also below a low-$V_p/V_S$ ratio zone and the main trend of surface hydrothermal manifestations. Based on its low resistivity, Árnason et al. (2010) interpreted this feature as hot dikes or intrusions. This interpretation seems to suggest that a very small amount of partial melt might account for the low resistivity. The presence of supercritical fluids (Tryggvason et al., 2002; Franzson et al., 2010) has also been suggested in the Hengill area, at 3-4-km depth. The existence or the non-existence of supercritical fluid in geothermal systems is of primary importance as its heat capacity is much higher than that of fluid at subcritical conditions (e.g., Palmer et al., 2004). Two models are proposed for low rock resistivity at supercritical temperature: 1. the presence of magma, and 2. Fournier’s model (Fournier, 1999) of hypersaline brines trapped below the ductile transition. Unfortunately, below the ductile transition, very little direct information is available. The Iceland Deep Drilling Project aims at drilling in those areas where supercritical conditions are expected (Elders and Fridleifsson, 2010; Lebert and Asmundsson, 2009; Halladay et al., 2010). Physical properties of supercritical fluids are known from laboratory experiments (e.g., Pitzer, 1983; Frantz and Marshall, 1984; Palmer et al., 2004). The critical point of pure water occurs at 22.1 MPa and 374°C. Large changes in the physical properties of water occur near its critical point and the fluid changes from polar to non-polar behaviour, resulting in a decrease of the dielectric constant of water and a decrease in the density.

In most high-temperature hydrothermal systems, fluid pressures are hydrostatic. In Iceland, the fluid pressures are close to boiling, and therefore the critical point should be reached at about 3.5 km depth (Elders and Fridleifsson, 2010). However, in several cases, temperature conditions higher than expected at a given depth have been encountered. For example, at Krafla caldera, drilling operations in 2010 encountered a magma body with supercritical conditions at a depth of 2100 m (Elders and Fridleifsson, 2010). The temperature below 2.2 km in well NJ-11 at Nesjavellir was over 380°C.

Rock physics experiments (e.g., Kummerow, 2005) show that, at supercritical conditions, rock elastic properties are dependent (like in the subcritical case) on several factors including the textural characteristics (grain size, grain shape, nature of grain contacts), the quantity and distribution of fluid, conditions of fluid circulation (drained or undrained), and temperature. In an impermeable rock, the increase of porosity due to thermal expansion of moist grain contacts has the same effect on elastic wave velocities as the increase of temperature by a factor of five (Kummerow, 2005). The effect of small amounts of intergranular supercritical fluid on the elastic properties of rocks can outweigh that of temperature. Velocity contrasts of several percent can be induced by the presence of small amounts of fluids on mechanically weak grain boundaries.
The $V_p/V_S$ ratio increases with the reduction of pore volume due to an increase in the confining pressure. A linear trend appears between the logarithm of the resistivity $\rho$ and $V_p/V_S$ ratio (Figure 18), for $\log(\rho)<2.5$ (classes 5, 7, 8 and 9), expressed as $\log(\rho)=-85.3\, V_p/V_S + 151$. This trend may be related to the effect of porosity on both the electrical conductivity and the seismic velocities. Assuming that the resistivity $\rho$ and $V_p/V_S$ ratio have the form $1/\rho=f(\phi)$ and $V_p/V_S=g(\phi)$ where $\phi$ is the porosity, the relation is given by $1/\sigma=f^{-1}(V_p/V_S)$. The investigation of the validity of such relationships in Hengill remains to be shown, but in the light of our results, we suggest that this trend corresponds to temperature increases with depth to the point that it exceeds supercritical conditions and causes small intergrain porosity variations that significantly affect seismic velocity.

The pattern of microearthquake hypocentres is interpreted to be an indicator of the transition between brittle and plastic behaviour at Hengill. In the Larderello geothermal field, supercritical fluids were found at the K-Horizon (3-4 km depth), and due to the high temperature prevailing at that depth, rocks are close to a plastic state (Bertini et al., 2006). Brittle-plastic conditions are strongly dependent on both temperatures and strain rates. Following Geoffroy and Dorbath (2008), we propose that the seismicity observed at Hengill is related to the brittle/ductile transition.

Bjornsson et al. (2003) and Gunnarsson et al. (2010) also addressed the issue of the temperature reversal at Hellisheiði using a simulation model with heat sources at $>3000$ m depth. These heat sources are constrained by measurements in wells to depths of 2500 m at Hellisheiði, Nesjavellir, Bitra and Hverahlíð and at least five wells located away from these fields, some near features interpreted in our work. Direct well measurements indicate that many of the thermal features are related to shallow outflows underlain by low-permeability volcanics.

6 Conclusions

We used travel time tomography to obtain an improved 3D velocity model of the Hengill geothermal system. The seismic network installed in the Hengill region allowed the construction of a high-resolution tomographic model with grid size of 1 km X 1 km horizontally. This high resolution, however, is limited to the region beneath the network. Our results confirm previous observations by Foulger (1995); Foulger et al. (1995) and Tryggvason et al. (2002).
We integrated our velocity models with a resistivity model obtained from TEM and MT inversion (Árnason et al., 2010). By using a classification technique in which clusters of \{resistivity, $V_p/V_S$ ratio\} couples were identified, we discovered a low resistivity/high $V_p/V_S$ ratio area at 2.5-4 km depths similar to the earthquake hypocentres and possibly extending deeper. We interpret this body as the heat source of the Hengill volcanic complex, because it may contain supercritical fluids. The extent of this feature is not well defined because of the limited velocity resolution. Above this body, where most seismicity is observed, hot, superheated (possibly supercritical) fluids would upflow in structural features like fault intersections related to the Hengill triple junction.

Although LP earthquakes are expected to have a non-double couple mechanism (Chouet, 1996) and a relationship between non-double couple earthquakes previously observed at Hengill volcano and LP earthquakes observed in this study are suspected, such a relationship has not been established. Further broadband seismic research in areas like Hengill may establish a more general relationship between non-double-couple and LP earthquakes.

One of the great advantages of studying geothermal systems targeted for economic purposes is that, on the one hand, they are much less dangerous than active volcanic systems that have hazards associated with magmatic and hydrothermal eruptive activity, and on the other hand they exhibit some of the same kinds of structural features and processes. Therefore, the study of geothermal systems may of great help in understanding structural and hydrothermal features at active volcanic systems. Our results may be extrapolated to hydrothermal systems around active volcanoes where drilling may be hazardous.
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Appendix: Parametrization for the tomography

The arrival time of a seismic wave from an earthquake at a station is a nonlinear function of the earthquake location, which includes its spatial coordinates, the earthquake origin time $\tau$, and the velocity structure along the wave path (Thurber, 1983). According to ray theory (e.g., Aki and Richards, 2002), the nonlinear functional relationship can be written as:

$$t = \tau + \int_{[u(r)]} u(r)dl$$  \hspace{1cm} (A.1)
where $\tau$ is the arrival time, $u(r)$ is the slowness or reciprocal of velocity, $dl$ is the differential length along the ray, and $[u(r)]$ is the ray path, a function of the earthquake hypocentre and velocity structure along the ray path. For a pair (earthquake $i$, receiver $j$), linearisation of Eq.(A.1) about a starting model and earthquake location results in the equation:

$$ r_{ij} = \sum_{k=1}^{N} \frac{\partial T_{ij}}{\partial x_k} \Delta x_k + \Delta \tau_i + \int_{\text{ray-path}} \delta u(r) dl $$

where $r_{ij}$ is the arrival time residual, $T_{ij}$ is the travel time from the $i^{th}$ earthquake to the $j^{th}$ station, $\frac{\partial T_{ij}}{\partial x_k}$ are the partial derivatives of travel time with respect to the spatial coordinates, $\Delta x_k$ and $\Delta \tau_i$ are perturbations to the starting earthquake hypocentre, and $\delta u(r)$ is the slowness perturbation to the reference model. The arrival time residual is the difference between the observed arrival time and the theoretical arrival times based on the starting earthquake location and the reference velocity model.

The parametrization of the structural reference model may take several forms (Thurber, 1993; Koulakov et al., 2007). The most commonly used approach is to define a uniform or nonuniform grid of constant slowness cells (Benz et al., 1996). When the reference model is parametrized as a uniform grid of constant slowness cells, the system of equations may be written in a matrix form (Tryggvason et al., 2002):

$$
\begin{bmatrix}
\gamma_i^P \\
\gamma_i^S
\end{bmatrix} =
\begin{bmatrix}
A_i^P & B_i^P & 0 \\
A_i^S & 0 & B_i^S
\end{bmatrix}
\begin{bmatrix}
\Delta h_i \\
\Delta u^P \\
\Delta u^S
\end{bmatrix}
$$

where $A_i$ is the matrix of partial derivatives of travel times with respect to hypocentre location, $\Delta h_i$ is the vector of hypocentre perturbations, $B_i$ is the matrix of distances travelled in each cell and $\Delta u$ the vector of slowness perturbations. Superscript $P$ and $S$ are for the $P$– and $S$– waves respectively. The coupling between the $P$– and $S$– velocity models and the hypocentre locations in this equation is very clear. Accurate determination of the velocity structure requires a large number of sources, resulting in many unknowns. The solution of this system of equations makes use of the property

$$ U_0^T A_i = 0 $$

(A.4)
where $U_0$ are the eigenvectors associated with the zero singular values of $A_i A_i^T$ (Golub and Reinsch, 1971). This property allows the separation between slowness and hypocentre perturbations (Pavlis and Booker, 1980; Spencer and Gubbins, 1980). Model parametrization artifacts and solution instability may also be minimized using constraint equations (Lees and Crosson, 1989; Benz et al., 1996; Tryggvason et al., 2002).
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Figure 1: Topographic map of Hengill Volcano, Iceland, with the location (large black triangles) of the broadband seismological stations (HE1, HE2, HE3, HE4, HE5, HE6, HE7) and SIL network stations (KRO, SAN, HEI). Stations of previous tomography by Foulger and Toomey (1989) are indicated by inverted grey triangles. Our station density is similar to that of previous studies. Small grey squares are locations of geothermal wells; they are grouped in three areas (Nesjavellir, Hellisheidi and Olkelduáls/Bitra). The three main volcanic centers are indicated in italics (Hengill, Hrómundartindur and Grensdalur). The inset map shows the location of Hengill volcano in Iceland.

Figure 2: Example of the picking technique using AIC criteria. The time window must be chosen to include the segment of seismogram of interest only. For a very clear P-wave onset in the seismogram, AIC values have a very clear global minimum at the sample where the P-wave is thought to begin. For a low signal to noise ratio, the global minimum does not give satisfactory results.

Figure 3: Statistics of the P-wave (top) and S-wave (bottom) arrival time picking for 343 volcano-tectonic earthquakes recorded by the IGET seismic network.
Figure 4: Wadati diagram for 324 volcano-tectonic earthquakes recorded at Hengill with the IGET seismic network. The slope is $V_P/V_S = 1.765 \pm 0.122$.

Figure 5: A 1D $V_P$ model inverted from P- and S-waves arrival times. The top plot shows the inverted P-wave velocity, with the 50 lowest RMS models illustrated as light lines and the minimum as a heavy black line. The 1D velocity models from Toomey and Foulger (1989), Tryggvason et al. (2002) and Stefánsson et al. (1993) are shown for reference. The a priori locations of 339 earthquakes from the preliminary inversion are shown in map view in the middle plot and in cross-section in the right and bottom plots, oriented NS and WE, respectively. Seismic station locations are shown as black triangles, topography as dotted lines, and wells are grey squares. Horizontal and vertical scales are consistent.

Figure 6: Ray paths for each arrival observed at stations from the earthquake locations, shown in map view (top) and cross-section view (right NS and left WE).

Figure 7: Spread values for several horizontal slices at different depths. Dark shading (low spread values) in the center of the model volume indicates good resolution. The outer regions show reduced resolution as indicated by lighter shading. Circles are earthquake hypocentres in the neighbourhood ( +/- 0.5 km) of the plane of the section. Seismic stations are represented in this figure with white triangles.

Figure 8: Spread values S-N and E-W cross-sections. Dark shading (low spread values) in the center of the model volume indicates good resolution. The outer regions show a reduced resolution as indicated by lighter shading. Small crosses represent locations of the inverted parameter $V_P$. Circles are earthquake hypocentres in the neighbourhood ( +/- 0.05 degrees) of the plane of the section. Seismic stations are represented in this figure with black triangles at the free surface (black line).

Figure 9: Horizontal slices of the checkerboard test for the final grid inversion. Left plots show the initial model with perturbations of +/-5% of the 1D velocity model. Plots on the right show the result of the tomographic inversion of synthetic travel times computed for the perturbed model using the final earthquake location. The depths are shown to the right of the maps.

Figure 10: Vertical sections (E-W) of the checkerboard test for the final grid inversion. Left plots show the initial model with perturbations of +/-5% of the 1D velocity model. Plots on the right show the result of the tomographic inversion of synthetic travel times computed for the perturbed model using the final earthquake location. The latitudes are shown to the right of the sections.

Figure 11: Vertical sections (SN) of the checkerboard test for the final grid inversion. Left plots show the initial model with perturbations of +/-5% of the 1D velocity model. Plots on the right show the result of the tomographic inversion of synthetic travel times computed for the perturbed model using the final earthquake location. The longitudes are shown to the right of the sections.
Figure 12: Maps comparing P-wave velocity patterns from 3D inversions using grid spacings of 2 km (top row), 1.5 km (center row) and 1 km (bottom row) at depths indicated at the top of each column. Small crosses are \( V_P \) grid nodes. Black triangles are station locations, and white circles are earthquake locations within +/-500 m of the map depth. Dashed lines are 100 m topographic contours. The small grey squares are geothermal well heads. Little red stars indicate surface hydrothermal features. The locations of the cross-sections in Figure 16 are shown in the bottom row of maps.

Figure 13: Cross-sections comparing P-wave velocity patterns in 3D inversions using grid spacings of 2 km (top row), 1.5 km (middle row) and 1 km (bottom row). Section orientation is in a S-N direction at left and W-E direction at right. See Figure 12 for symbol descriptions in the caption and line-of-section in the bottom row of maps in Figure 12.

Figure 14: Cross-sections comparing P-wave velocity 3D anomalies using a grid spacing of 1 km. Section orientation is in a S-N direction at left and in W-E direction at right. See Figure 12 for symbol descriptions in the caption and line-of-section in the bottom line of maps.

Figure 15: Maps comparing \( V_P/V_S \) ratio patterns from 3D inversion using a grid spacing of 1 km, at depths indicated at the lower left corner of each map. Small crosses are grid nodes, black triangles are station locations, and white circles are earthquake locations within +/-500 m of the map depth. Dashed lines are 100 m topographic contours. The small grey squares are locations of geothermal well-heads. Little red stars indicate surface hydrothermal features. The locations of the cross-sections in Figures 16 are shown in all maps as black lines.

Figure 16: Cross-sections comparing \( V_P/V_S \) ratio patterns in 3D inversions using grid spacing of 1 km. Section orientation is in the S-N direction at the left and in the W-E direction at the right. See Figure 15 for symbol descriptions in the caption. Lines indicating the line-of-section are plotted in all maps.

Figure 17: Maps comparing tomographic \( V_P \) (left column), \( V_P/V_S \) (middle column) and resistivity (right column) models at 2.3 km (top row), 2.9 km (middle row) and 3.5 km depth (bottom row). In the resistivity maps, thick black lines indicate inferred faults at depth from long-term seismicity (Árnason et al., 2010). Dashed lines are 100 m topographic contours. Little red stars indicate surface hydrothermal features. The locations of the cross-sections in Figures 14 and 16 are shown in all maps as black lines.

Figure 18: Two-parameter histogram of log(resistivity) versus \( V_P/V_S \). Higher density, that is, larger numbers of occurrences in each range of log(resistivity) and \( V_P/V_S \), are indicated with warm colors (reddish colors). The classes are defined in the text and in Table 1.
Figure 19: Interpreted maps at depths 2.3 km, 2.9 km, and 3.5 km, after classes of $V_P/V_S$ ratio/resistivity clusters have been defined from Figure 18. Black triangles represent seismic station locations. White circles are earthquake locations within +/- 500 m of the map depth. The number indicated in the corner left of each slice indicates the slice depth. Little stars indicate the hydrothermal features on ground surface.

Figure 20: Schematic model of Hengill geothermal system. Crosses are hypocentres.

Table 1: Classes defined in the cross-plot of the $V_P/V_S$ ratio and log resistivity (Figure 18). The right column indicates the minimal number of instances in the cross-plot for each class.

<table>
<thead>
<tr>
<th>Class</th>
<th>$V_P/V_S$ ratio</th>
<th>log resistivity $\rho$</th>
<th>instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.755 &lt; V_P/V_S &lt; 1.760$</td>
<td>$3.9 &lt; \log(\rho) &lt; 4.4$</td>
<td>$&gt;50$</td>
</tr>
<tr>
<td>2</td>
<td>$1.765 &lt; V_P/V_S &lt; 1.775$</td>
<td>$3.3 &lt; \log(\rho) &lt; 3.8$</td>
<td>$&gt;45$</td>
</tr>
<tr>
<td>3</td>
<td>$1.742 &lt; V_P/V_S &lt; 1.755$</td>
<td>$3.3 &lt; \log(\rho) &lt; 3.7$</td>
<td>$&gt;30$</td>
</tr>
<tr>
<td>4</td>
<td>$1.752 &lt; V_P/V_S &lt; 1.760$</td>
<td>$2.8 &lt; \log(\rho) &lt; 3.1$</td>
<td>$&gt;40$</td>
</tr>
<tr>
<td>5</td>
<td>$1.742 &lt; V_P/V_S &lt; 1.752$</td>
<td>$2.1 &lt; \log(\rho) &lt; 2.5$</td>
<td>$&gt;40$</td>
</tr>
<tr>
<td>6</td>
<td>$1.764 &lt; V_P/V_S &lt; 1.777$</td>
<td>$2.3 &lt; \log(\rho) &lt; 2.7$</td>
<td>$&gt;55$</td>
</tr>
<tr>
<td>7</td>
<td>$1.752 &lt; V_P/V_S &lt; 1.761$</td>
<td>$1.0 &lt; \log(\rho) &lt; 1.8$</td>
<td>$&gt;40$</td>
</tr>
<tr>
<td>8</td>
<td>$1.765 &lt; V_P/V_S &lt; 1.771$</td>
<td>$0.2 &lt; \log(\rho) &lt; 0.7$</td>
<td>$&gt;50$</td>
</tr>
<tr>
<td>9</td>
<td>$1.771 &lt; V_P/V_S &lt; 1.775$</td>
<td>$0.0 &lt; \log(\rho) &lt; 0.2$</td>
<td>$&gt;35$</td>
</tr>
</tbody>
</table>
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