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Abstract

Prediction of CO2 injection performance in deep subsurface porous media

relies on the ability of the well to maintain high flow rates of carbon diox-

ide during several decades typically without fracturing the host formation or

damaging the well. Dynamics of solid particulate suspensions in permeable

media are recognized as one major factor leading to injection well plugging

in sandstones. The invading supercritical liquid-like fluid can contain exoge-

nous fine suspensions or endogenous particles generated in-situ by physical

and chemical interactions or hydrodynamic release mechanisms. Suspended

solids can plug the pores possibly leading to formation damage and perme-

ability reduction in the vicinity of the injector. In this study we developed a

finite volume simulator to predict the injectivity decline near CO2 injection

wells and also for production wells in the context of enhanced oil recovery.

The numerical model solves a system of two coupled sets of finite volume
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equations corresponding to the pressure-saturation two-phase flow, and a

second subsystem of solute and particle convection-diffusion equations. Par-

ticle transport equations are subject to mechanistic rate laws of colloidal,

hydrodynamic release from pore surfaces, blocking in pore bodies and pore

throats, and interphase particle transfer. The model was validated against

available laboratory experiments at the core scale. Example results reveal

that lower CO2 residual saturation and formation porosity enhance CO2-

wet particle mobility and clogging around sinks and production wells. We

conclude from more realistic simulations with heterogeneous permeability

spanning several orders of magnitude that the control mode of mobilization,

capture of particles, and permeability reduction processes strongly depends

on the type of permeability distribution and connectivity between injection

and production wells.

Keywords:

CO2 injection; Fines migration; Injectivity decline; Formation damage;

Two-phase flow; Reservoir simulation.
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1. Introduction

It is well established nowadays that carbon dioxide (CO2) storage in deep

geological formations (e.g. saline aquifers, depleted gas and oil reservoirs,

and coal beds) is a promising measure for mitigating the impacts of climate

change [41]. CO2 injection is an extreme operation as the expected average

flow rate of injection is very high because the number of operational wells will

be limited within the framework of future storage projects. This is expected

since one standard coal-fuel power plant station emits fewer million tons of

CO2 per year during its mean lifetime (e.g. 40 years) [9]. CO2 in gaseous or

supercritical forms (Sc-CO2) modifies the geochemistry of formation waters

leading to significant physical and thermodynamic disequilibrium and strong

gas-fluid-rock interactions [56, 46, 7]. Furthermore, variable concentrations

of particulate suspensions are sometimes present in the gas stream as a result

of the capture process together with CO2 and can not be completely avoided

for economic reasons [91]. The injection of such fluid mixtures at high flow

rates is likely to modify the porous medium microstructure by mobilizing and

redepositing fine particles on the pore scale. These fast moving particles can

clog the porous medium and may have a considerable impact on the intrinsic

permeability of the rock.

Particles deposition and the resulting permeability reduction is a problem

of great importance for many disciplines [54, 77]. A variety of physical and

possibly chemical processes contribute to the reduction of the permeability of

the formation or the well screens during a deep injection operation. However,

widely reported causes of well plugging in the literature [10, 33, 25] are due to

(i) clogging due to precipitation of secondary mineral phases when injecting
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either highly acidic or alkaline solutions into ’water sensitive’ formations,

as encountered in the deep well injection of liquid wastes; (ii) clay swelling

as a result of dilution and mixing between fluids; (iii) the mobilization of

fine particles in non-consolidated sands and limestone formations around

the wellbore. Other reported mechanisms in the literature include bacterial

growth and biofilm development [73, 74], scaling [36], the occlusion of gases,

and the fluids emulsification [83].

Mobilization of fines in natural porous media is exhibited by chemical

and hydrodynamic perturbations at the pore scale. Previous field observa-

tions demonstrated the occurrence of chemical perturbations by changes in

ionic strength [37], pH increase in the injected aqueous solution composition

[80], the chemical composition of injected surfactants [1], and the infiltra-

tion of organic matter [69]. The so-called hydrodynamic effect [60] has been

observed in different situations when increasing the groundwater seepage ve-

locity. Common situations are injection with high flow rates, rapid infiltra-

tion in the unsaturated zone of the subsurface [45], and rapid flow dynamics

in fractured media [29]. In the context of deep CO2 injection other release

mechanisms are expected, such as release of metal oxides (i.e. hematite)

from corroded metal pipes [26]. The hematite particles are strongly posi-

tively charged and therefore, will be attracted by the ubiquitous negatively

charged quartz grains in sandstones [5, 34]. Rapid injectivity decline due

to permeability decrease will follow as the pore pressure increases. At some

level, the fluid cannot be injected anymore into the damaged formation with

the targeted high flow rates until the permeability is restored by other phys-

ical or chemical processes [58]. In general, clogging due to fines release,
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migration, and capture is an irreversible process. Once formation damage

has occurred, initial petrophysical properties are unlikely to be completely

restored by subsequent remediation.

Well impairment has several consequences such as the risk of uncontrolled

rise of cap-rock pore pressure above the admissible fracturing pressure, ini-

tiation and propagation of fractures [36], and hence developing preferential

flow paths for CO2 leakage. In extreme cases, injection wells have to be

abandoned. Therefore, comprehensive understanding of the effects of fine

migration on formation damage is important for planning, design, and main-

tenance steps of carbon dioxide disposal projects in deep geological forma-

tions. Know-how from experimental characterization and field investigations

related to the role of particulate transport processes within aqueous fluids in

the subsurface lead to question on the performance of CO2 injection when

endogenous or exogenous fine particles are mobilized in porous media.

Demonstrated evidence of cake formation close to the wellbore environ-

ment and following injectivity difficulties during industrial operations of en-

hanced oil recovery (EOR), geothermal fluids re-injection, and deep disposal

of hazardous industrial wastes have been reported by several authors. In the

offshore Siri oil field at the southern Persian Gulf, water injection started in

1984 with a rate of 9100 bbl/day, but was stopped in 1990 due to a rapid

injectivity decline when the rate had dropped to 2200 bbl/day [55]. A faster

decline was observed in five wells at the Gulf of Mexico field [79]. Water in-

jection rate declined from 7000 bbl/day to less than 1000 bbl/day in just 200

days. In these two cases the particles in injected water were filtered up to 10

µm, yet the decline was very severe. Boisdet et al. [17] noted an injectivity
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decline from 85 m3/h to 30 m3/h, and a wellhead pressure increase from 4

MPa to 5 MPa, during one year of injection in a geothermal brine doublet

producing a sandstone Triassic formation (Paris basin). Suspended particles

in the injected fluid were identified as the principal cause of injectivity decline

in all the above cases. The severity of injectivity decline is case-dependent.

It is related to particle sizes, solid concentrations, reservoir properties, and

ionic strength and/or pH of the carrying fluid. Therefore, comprehensive

understanding of physicochemical processes controlling carbon dioxide injec-

tivity is an important issue for a successful injection operation in sandstone

formations.

As far as it goes, only few papers address the issues related to mathe-

matical and numerical modeling aspects of two-phase particulate transport

phenomena. EOR applications from the reservoir engineering literature are

notoriously the main target of previously published results and mostly as-

sume a single-phase flow near the well. In CO2 sequestration science, still in

its infancy, this paper is the first tackling the problem from CO2-EOR and

storage perspectives. Recently reported experimental studies from reactive

percolation of CO2 enriched brine or Sc-CO2 demonstrated the occurrence of

many in situ particle generation stages in the process of secondary mineral

precipitation. These particles do not only move within the Sc-CO2 phase but

they exhibit an important volume growth within time. Shao et al. [76] re-

ported a progressive growth of particulate matter from nanoparticles formed

only after 5 h to aggregates after 22 h. They quantitatively noted four orders

of magnitude volume growth, of the aggregates, after 159 h.

Despite the extensive research on particle capture mechanisms in porous
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media that has been conducted in the previous decades, complete under-

standing of the process is still limited in many ways. For instance, most

reservoir simulation models cannot quantify precisely the formation damage

close to the well (at the cell containing the injection well). Most often, they

only allow to specify, a priori, a skin factor around the wellbore zone to

account for this damage. Several authors [84, 85] (and references therein)

provided computational procedures to evaluate the half-life as a measure

of injection performance of an injection well from laboratory-derived data.

Pang and Sharma [63] have predicted the injectivity decline in wells with

various types of completions such as perforated, gravel packed, and fractured

wells. In these theoretical models, experimental data parameters of the mass

filtration process are determined at the laboratory scale, and directly used in

Darcy-scale models to predict injection well performance. Formation damage

due to fines transport by fluid flow is typically modeled as a mass filtration

process.

The main objectives of this paper is to develop, verify, and test on avail-

able experimental data, a general framework for predicting injectivity decline

by particulate transport processes in two-phase flow systems. The numerical

model is applied on example problems during CO2 injection in heterogeneous

reservoirs. To the best of our knowledge, no generic numerical codes capable

of simulating mechanistically all these processes are available.

The remainder of this paper is organized as follows. In Section 2 a phe-

nomenological formation damage model accounting for two-phase particle

release, mobilization, and capture mechanisms is presented. Next, model

verifications on experimental data are provided to demonstrate the numer-
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ical code capability to describe the physics of given problems. In Section

5, demonstrative model applications on generic site scale oil reservoirs and

saline aquifers are presented to show potential applications, simulate the

injectivity decline near injection and production wells. The last subsection

preceding the concluding remarks discusses how this work could be improved

in the framework of future CO2 storage projects.

2. Phenomenological Model Description

The mathematical equations are based on the global pressure and phase

saturation formulation to predict spatial distribution of the pressure, phase

velocities, and the non-wetting phase (i.e. CO2) saturation. These are com-

plemented by a solute transport equation in the aqueous phase for calculating

the spatial distribution of the solute mass which may trigger the salinity-

induced mobilization of in situ colloidal fines. Particle transport processes

are described through a set of coupled convection-diffusion equations for each

subset of particles. The couplings occur only over quasi-linear rate laws for

basic processes of release from pores bodies, mobility in fluid phases, and

capture in pores throats. Because of data limitations and computational re-

quirements, grouping of particles in this work is assumed to depend mainly

on their surface wettability for multiphase processes [53]. Quantitative as-

sessment of the permeability decline is strongly dependent on the accuracy of

experimental data on permeability-porosity relationships. We briefly discuss

the limitations of existing formulations in the literature and approximate

relationships used in the following numerical simulations.
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2.1. Two-phase flow of CO2 and water phases

Two-phase fluid flow equations are based on the global formulation which

is proved to be more computationally efficient than other approaches, i.e.

two-pressure or phase pressure formulations [23]. We consider here the

isothermal two-phase fluid flow motion equation for the global pressure, p,

of two immiscible fluids [22, 39]

ϕct
∂p

∂t
= ∇. [Kλt (∇p− (fwρw + fcρc) g∇z)] +

qw
ρw

+
qc
ρc

(1)

where ct is the total compressibility of the two fluids and rock system, ϕ is

the rock porosity, p is the fluid pressure, λt = λw + λc is the total mobility,

λl =
krl
µl

is the relative permeability, krl, of phase l = (w, c) to its viscosity, µl,

ratio; K is the principal intrinsic permeability of the porous medium, ρl is the

density of fluid phase l, fl =
λl

λt
is the fractional flow function of phase l, ql is a

time-dependent total injection/withdrawal term of phase l, ∇ =
(

∂
∂x
, ∂
∂y
, ∂
∂z

)
is the partial differential operator, t is time, and g is the z-axis component

of the gravity vector g = (0, 0,−g)T directed downward. Moreover, the total

compressibility is the sum of the individual compressibility to the rock, and

saturation weighted compressibilities of water, cw, and CO2, cc, such that

ct =
1
ϕ
dϕ
dp

+ Swcw + Sccc.

Denoting the carbon dioxide phase saturation by Sc, equation 1 is sup-

plemented with a non-linear diffusion-convection like saturation equation for

the CO2 phase and usually known as the Buckley-Leverett equation with

gravity, given as follows

ϕ
∂Sc

∂t
= −∇. [fcu−Kfcλw∆ρg∇z] +

qc
ρc

− Sc
∂ϕ

∂t
(2)
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Where u = uw + uc is the total fluid flow velocity, and ∆ρ = ρw − ρc is

the difference between densities of the aqueous and CO2 phases respectively.

Since variations in porosity by the presented model are expected to be small,

the last term in the right hand side of equation 2 is dropped in the adopted

space-time discretization schemes.

Pressure and saturation equations 1 and 2 must be supplemented with

other closure and constitutive constraints such as∑
l=w,c

Sl = 1 (3)

krl = f (Sw) (4)

Several functional forms of phase relative permeability, krl, as a function of

water saturation, Sw, are proposed in the literature. In this study, we use the

general form provided by equation 5 for the relative permeability functions:

krl = k0
rl (S

∗
l )

ml l = w, c (5)

where S∗
l = Sl−Slr

1−Scr−Swr
is the normalized l-phase saturation, k0

rl is the end-

point relative permeability of phase l, Slr is the residual saturation of phase

l, and ml is an empirical exponent parameter for phase l which depends on

the grain-size distribution.

Note that since we neglect the capillary pressure effects on the spatial

distribution of the saturation, the global pressure is given as

p = pw = pc (6)

The total fluid flow velocity dependence on the global pressure is given as

follows (for more details see [23]):

u = −Kλt (∇p− (ρwfw + ρcfc) g∇z) (7)
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A numerical solution is uniquely defined for equations 1 and 2 subject to

relationships defined by equations 5 and 7 by appropriately setting additional

initial and boundary conditions as shown in section 2.5.

2.2. Governing equations for particulate processes

2.2.1. Salt transport

Solute transport in porous media is governed by processes like water ad-

vection, mechanical dispersion, and surface adsorption [11]. The governing

equation for the transport of a salt specie, s, in the aqueous phase is

ϕSw
∂Cs

∂t
+∇. (uwCs − ϕSwDs.∇Cs) +Rsa +Qs = 0 (8)

where Cs is the mass concentration of salt ions s, Ds is the hydrodynamic

dispersion tensor of salt s accounting for the respective contributions from

mechanical dispersion and molecular diffusion, Rsa is the adsorption rate of

salt ions on pore surfaces, and Qs is the rate of salt ions change caused by a

source/sink contribution.

2.2.2. Transport of Particles

When exogenous particles are injected into a porous medium, together

with CO2, a fraction is attracted to the surfaces of pore walls whenever

the electrostatic forces acting between them exceed the hydrodynamic and

gravitational forces. A second fraction is trapped on the pore throats by the

simultaneous effects of size exclusion and particle bridging. The remaining

fraction migrates farther in the reservoir. The later includes mainly small

particles of less than one micron and for which Brownian diffusion is likely to

take place. Particles are either hydrophobic (cp), hydrophilic (wp), or have
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an intermediate wettability behavior (ip). Therefore, hydrophobic particles

exist only in the rich CO2 phase, hydrophilic particles exist in the aqueous

phase, and particles of intermediate wettability remain in the interface zone,

I, between the two phases. All particles enumerated so far can undergo mass

transfer between fluid phases. An exception are colloidal fines denoted by f

which exist exclusively in the aqueous phase. Particle transport in porous

media is governed by a linear convection-diffusion mass conservation equation

as (see Iwasaki [42] for experimental evidence):

ϕSl
∂Cil

∂t
+∇. (ulCil − ϕSlD

∗
il∇Cil) +Ril +Qil = 0 (9)

i = wp, cp, f ; l = w, c

where Cil is the mass concentration of particles i in fluid phase l, D∗
il is the

effective diffusion coefficient of particles i in fluid phase l, Ril is the net rate

of loss of particle species i in fluid phase l and which are deposited in pore

surfaces and pore throats, and Qil is the rate of change of particle volume

belonging to a source/sink term.

Intermediately wet particles tend to be located at the interface between

the two liquid phases and their movement have been shown to be restricted

to the interface zone [57]. The continuity equation for such particles is

ϕ
∂Cip

∂t
+∇.

(
uCip − ϕD∗

ip∇Cip

)
+Rip = 0 (10)

where Cip is the mass concentration of intermediately wet particles in the

interface zone, and Rip is the net rate of loss of intermediate particles at the

interface.
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2.2.3. Rate laws for particulate transport processes

From the literature review given above, individual mechanistic processes

that contribute to particles rate in equation 9 are fines release by (i) col-

loidal or (ii) hydrodynamic forces, (iii) particle deposition on pore surfaces,

(iv) particle capture by pore throats, and (v) inter-phase mass transfer of

particles. Therefore, the rate equation takes the following general form:

Ril = Rcl
il +Rh

il +Rd
il +Rp

il +Rt
il i = wp, cp, f, ip (11)

where Rcl
il and Rh

il are release rates of particle species i from pore walls wet

with fluid phase l by colloidal or hydrodynamic forces respectively, Rd
il is the

deposition rate of particle species i on pore surfaces wet with fluid phase l,

Rp
il is the capture rate of particle species i on pore throats filled with fluid

phase l, and Rt
il is the rate of particle species i displaced from fluid phase l

to the other phase or to the intermediate zone in-between and vice versa.

The rates of colloidally and hydrodynamically induced mobilization of in

situ fines and other particles, respectively, in sandstones are first-order decay

equations [47, 90] as in the following expressions:

Rcl
fw = −αcl

fwσfwH (Csc − Cs) (12)

Rh
il = −αh

ilσilH (||ul|| − ||ulc||) (13)

(i = wp, cp, f ; l = w, c) (i = ip; l = I)

where σfw is the mass of fines per unit fluid volume available at pore bodies

and H is the Heaviside function. Equation 12 means that colloidal release

of fines is limited by a critical salinity threshold, Csc, above which colloidal
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forces between pore walls and fines change from being repulsive to an at-

tractive state. Notice that for all other particles, Rcl
iw is always equal to

zero because only fines could be released by colloidal forces. Likewise, equa-

tion 13 is an expression of the hydrodynamic effect observed for particles

mobilization where ulc, is the critical velocity of fluid phase l, above which

release from pore surfaces occurs, and below which this individual mechanism

becomes ineffective.

Following Gruesbeck and Collins [38] the rate of deposition of water and

CO2-wet particles in pore walls of the same wettability is a generalization of

the equation first proposed by Iwasaki [42] in aqueous single-phase flow:

Rd
il = αd

il||ul||Cil (14)

i = wp, l = w i = cp, l = c

where αd
il is a parameter known as the filtration coefficient of particle species

i in fluid phase l. This coefficient is determined from time series of suspended

particle effluent concentration measured in laboratory coreflood tests [2]. For

dilute suspensions, it is generally admitted that the filtration coefficient is

independent of particle concentration and could be calculated from the pres-

sure drop along the core [40, 30, 12, 27]. However, for highly concentrated

particulate suspensions the filtration coefficient is seldom constant [90] mean-

ing that the deposition rate is not a simple linear function of the fluid velocity

as equation 14 expresses. In the latter case, other non-linear relationships

between the filtration coefficient and the mass of deposited particles, σd, have

been suggested by several authors. For instance, Saripalli et al. [70] used

the following equation:

αd = αd
0

(
1 + γσd

)
(15)
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where γ is the rate of increase or decrease of the filtration coefficient whose

typical values are difficult to obtain theoretically and are only determined

through inversion of effluent concentration of suspended particles. The de-

termination of the coefficient of filtration, which is critical for a realistic

prediction of the injectivity decline, is described in much more detail in the

literature [78, 62, 89, 25]. Alvarez et al. [3] has developed an inverse compu-

tational procedure to deduce the filtration coefficient and formation damage

as functionals and not constant coefficients. They suggest their recovery from

measurements of the time series of suspended particle effluent concentration

and of pressure drop along the core involving a double inverse problem.

For instance, recent evidence suggests that filtration of microorganisms

in saturated porous media may not be consistent with the first-order ki-

netic equation 14 where exponential decrease in mobile particle concentration

with travel distance is expected. Tufenkji et al. [81] attributed this behav-

ior to the heterogeneity in the interactions between microbial particles and

sediment grains, and incorporated it by including a probability distribution

function for the filtration coefficient. The review [82] (and references therein)

on recent developments specific to the transport of microbial particles may

be consulted by the interested reader. In our work we do not consider details

specific to microbiologically mediated particles and this topic shall not be

discussed further in the remainder of this paper.

Particle capture at the pore throats by blocking and bridging is the only

mechanism that can occur for all types of particles enumerated so far (i =

wp, cp, ip, f). Thus, it is expected that its individual impact will be more

significant under two-phase flow conditions. The capture rate of particles at
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pore throats is assumed to be proportional to the particle mass flux, that is

Rp
il = αp

il||ul||Cil i = wp, cp; l = w, c (16)

Rp
fw = αp

fw||uw||Cfw (17)

Rp
ip,I = αp

ip,I ||u||Cip,I (18)

Interphase transfer of particles cannot take place in all directions. Water-

wet particles migrate from CO2-rich phase to the water phase, while CO2-

wet particles flow from the water phase to CO2 liquid, and finally particles

of intermediate wettability could move from the primary two phases to the

interface zone in-between. For these three possibilities the rate equations are

identical to those given by Ku and Henry [50], and Liu and Civan [53]

2.2.4. Brownian diffusion of particles

The Brownian diffusion coefficient, Dil, for dilute suspensions of spheres,

is given by the Stokes-Einstein equation:

Dil =
kBT

3πµldp
(19)

where dp is the mean-size particle diameter, kB is the Boltzmann’s constant,

and T is the absolute system temperature.

The Stokes-Einstein equation for Brownian diffusion is valid only for low

particulate concentrations. For higher concentrations the equation must be

adjusted as suggested by [67]:

Dil =
kBT

3πµldpΘ(Cil)
(20)

where Θ (Cil) is a correction factor for high concentrations of particulate

suspensions. In those cases, we use the empirical relation obtained by [28]

Θ (Cil) = (1− Cil)
−6.55 (21)
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2.2.5. Effective diffusion coefficient of fine particles

The effective diffusion coefficient D∗
il is estimated for an idealized bed in

which the sphere centers are randomly distributed in space. Weissberg [88]

derives an upper bound for the effective diffusion coefficient applicable to

spheres of uniform or non-uniform sizes:

D∗
il =

ϕDil

1− 1
2
lnϕ

(22)

2.3. Permeability-Porosity relationships

The accuracy of formation damage prediction depends on the ability of

empirical permeability-porosity correlations to capture the geometric details

of pore size distribution, pore shape, and connectivity [32]. The Kozeny-

Carman (KC) approach [49, 20], widely used and discussed in the literature,

requires some means of estimating the specific surface, which can be prob-

lematic [16]. It is also known that this model, although fairly accurate for un-

consolidated sands, tends to become unreliable for consolidated sandstones.

Schlueter [75] examined the error incurred by the KC hydraulic radius the-

ory for different pore shapes. Her results indicate that for geometrically

regular pores the hydraulic radius approximation provide little confidence

for accurate estimation of the actual rock permeability. It is obvious that no

simple general correlation between porosity and permeability can be applied

to all rock types. On the other hand, dynamic correlations or models that

consider porous media undergoing alteration due to fluid-rock interactions

during formation damage are more useful for formation damage prediction

than their static counterparts. Verma and Pruess [87] state that differences

in the porosity-permeability relationships are not only related to differences
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in pore parameters discussed above but also to the different mechanisms of

porosity change. Mechanisms such as mineral precipitation, and capture of

particles (by blocking and bridging) at pore throats may strongly affect these

narrow portions of pores, and are therefore, much more effective as vehicles

for formation damage. A complete review of previously published approaches

pertaining to permeability prediction in the context of particulate transport

processes has been given by Civan [e.g. 25, Chapter 5] and will not be re-

peated in this paper. In the following subsection, only those used so far in

the presented numerical simulations of this paper are briefly discussed.

By introducing the fines plugging effect in the original KC equation, Liu

and Civan [53] and later Ju et al. [44] have expressed the instantaneous

permeability change by release and retention of particles as

K

K0

=

(
(1− fe)κ+ fe

ϕ

ϕ0

)n

(23)

where κ is a parameter accounting for the residual permeability of the plugged

formation enabling therefore the so-called gate or valve effect of the pore

throats, whereby K = 0 even if ϕ ̸= 0, n is an index which is claimed to be

in the range between 2.5 and 3.5 by Ju et al. [44], and fe is a flow efficiency

factor expressing the fraction of unplugged pores available for flow given as

fe = 1−
∑
i

(
αfe,i

∑
l

σ∗
il

)
(24)

where αfe,i is the coefficient of flow efficiency for particles i.

We further define σil and σ∗
il as the mass of particles per unit fluid vol-

ume deposited at the pore bodies and pore throats of the porous medium
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respectively, and such that:

∂σil

∂t
= Rcl

il +Rh
il +Rd

il (25)

∂σ∗
il

∂t
= Rp

il (26)

By denoting σil0 and σ∗
il0 the respective mass of these quantities per bulk

fluid volume at initial time, it becomes possible to estimate the change in

porosity due to all particulate processes previously discussed in this paper as

ϕ = ϕ0 −
∑

∆ϕ (27)∑
∆ϕ =

(∑
σil +

∑
σ∗
il − σil0 − σ∗

il0

)
/ρp (28)

where ρp is the density of particulate suspensions. Notice that the time-

dependent porosity change, ∆ϕ, includes release and retention mechanisms

simultaneously. Thus, it becomes positive if retention mechanisms are dom-

inant leading to permeability damage, and negative when the release mech-

anisms dominate leading to a permeability enhancement.

2.4. Well modeling

Numerical solution of two-phase flow equations of a reservoir requires

an additional relationship between the grid-block pressure and the wellbore

pressure through an appropriate well index. A well model calculates its injec-

tivity or productivity index in a numerical, semi-analytical, or pure analytical

procedure. We use a Peaceman finite difference model [23] considering ex-

pressions for rate-controlled injection/production wells, and production wells

controlled by a prescribed bottom-hole pressure. Vertical and horizontal well

completions are allowed in any direction of the cartesian grid. The extra set
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of constraints that need to be undertaken for multiphase flow in anisotropic

media are as follows:

ql = Iw
ρlkrl
µl

(p–pbh − ρl(zbh − z)) (29)

Following Peaceman [65] for a vertical well parallel to the z-axis:

Iw =
θ
√
kxky∆z

ln(r∗/rw) + s
(30)

r∗ = 0.28
(ky/kx)

1/2∆x2 + (kx/ky)
1/2∆y2

(ky/kx)1/4 + (kx/ky)1/4
(31)

while for an horizontal well parallel to the x-axis:

Iw =
θ
√

kykz∆x

ln(r∗/rw) + s
(32)

r∗ = 0.28
(kz/ky)

1/2∆y2 + (ky/kz)
1/2∆z2

(kz/ky)1/4 + (ky/kz)1/4
(33)

where ql is the well flow rate for phase l = (w, c), Iw is the well index, pbh is

the bottom-hole pressure, zbh is the well datum level depth, z is depth, r∗ is

the effective radius, rw is the radius of the well, θ is the angle open to flow,

K = diag(kx, ky, kz) is the grid-block anisotropic permeability, and s the skin

factor resulting from initial formation damage caused by drilling. Depending

upon what is specified, either the bottom-hole pressure pbh or the flow rate

ql end up as extra unknowns per completion in the resulting linear system.

2.5. Boundary and initial conditions

Let Γ be the boundary of the computational domain Ω, where ΓpD and

ΓpN are non-overlapping Dirichlet and Neumann boundaries for the pressure

equation, respectively. The pressure equation is subject to the following
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boundary conditions:

pl = pD on ΓpD l = w, c (34)

u.n = qN on ΓpN (35)

The saturation equation is subject to boundary conditions:

uc.n = qN on ΓsN (36)

where n denotes the outward unit normal, qN is the imposed volumetric

injection rate at the Neumann boundaries, and ΓsN is the Neumann boundary

for the saturation equation. Our numerical model allow for any combination

of the boundary conditions for the global pressure and saturation equation.

Since in situ particles are only generated inside the porous medium, a

zero flux condition apply to external inlet boundaries and injection wells in

equation 9:

∇Cfw = 0 on ΓcN (37)

where ΓcN represents the set of external Neumann boundaries for the par-

ticle convection-diffusion equation. For externally introduced particles the

boundary condition is

Cil = Cil,in on ΓcD (38)

where Cil,in is the concentration of externally introduced i particles in the

injected fluid phase l, and ΓcD represents the set of external Dirichlet bound-

aries for particle concentrations. Likewise the boundary condition for inter-

mediately wet particles governed by equation 10 is

∇Cip = 0 on ΓcN (39)
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Equation 8 is subject to Cauchy and Neumann type boundary conditions

as given below:

uwCs − ϕSwDs∇Cs = uw,inCs,in on ΓscC (40)

∇Cs = 0 on ΓscN (41)

where ΓscC and ΓscN are non-overlapping domain boundaries of the third

type or Cauchy and Neumann types for the solute concentration equation,

respectively. uw,in is the injection velocity, and Cs,in is the salt concentration

of the injected water phase.

The presented governing equations are additionally subject to the follow-

ing set of initial conditions:

p = p0(x) (42)

Sc = Sc,0(x) (43)

Cil = 0 ∀ i, l (44)

Cip = 0 (45)

Cs = Cs,0(x) (46)

σfw = σfw,0(x) (47)

σ∗
fw = 0 (48)

σil = 0 i = cp, l = c; i = wp, l = w (49)

σ∗
ip,I = 0 (50)

where p0(x) is the initial space distributed pressure, Sc,0(x) is the initial

distribution of saturation, and Cs,0(x) is the initial distribution of salt con-

centration.
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2.6. Model approximations

Our conceptual model should be viewed as a first step towards a much

sophisticated coupling methodology between two-phase flow and particulate

transport processes as it would occur in engineering practice. Currently

identified model limitations are given below.

1. The isothermal two-phase flow model is based on the global pressure

formulation which is known to hold only for incompressible to slightly

compressible fluids [22, 23]. This assumption is not valid for the full

range of representative temperature and pressure conditions in deep

saline aquifers targeted by CO2 storage. This is especially the case for

shallow sedimentary basins. The new non-iterative fractional flow for-

mulation introduced recently by Amaziane and Jurak [4] for compress-

ible two-phase flow problems is a possible extension in this direction.

2. The relative permeability and capillary pressure curves may exhibit

strong hysteretic profiles, along many scanning curve pathways, when

CO2 injection design involves drainage and imbibition simultaneously.

Previous studies demonstrated the importance of these mechanisms to

the length and extension of the CO2 plume and to capillary trapping

mechanism as well [31]. Implementation and discussion of these pro-

cesses in the framework of our model are left to future tasks. This

would enable a better insight into the impact of variable flow rate and

injection fluids on the clogging magnitude close to the injection well.

Since there exist only very few published data emphasizing brine-CO2

systems [13, 14, 15, 66], more experimental research studies in this

direction are recommended.

23



3. The relative permeability and capillary pressure curves are assumed to

be time-independent. This is not realistic since the particles deposited

in pore surfaces change the wettability properties of the rock and the

set of particles deposited in pore throat capillaries could break the

interfacial tension between the two fluids. Although this was observed

experimentally for nanoparticle polysilicon solids [43], this issue is not

yet fully resolved in the literature and needs additional theoretical and

experimental investigations. Combining pore scale models of two-phase

flow [86] and particulate transport [61] augmented with laboratory work

may prove useful for a better understanding of these processes.

4. Geochemical reactions are not taken into account which precludes the

presented model to simulate fluctuating absolute permeability changes

as was observed in some carbonate rocks [59]. This is the case, for

instance, when some secondary precipitating mineral phases in pore

throats could undergo dissolution latter which could reopen partially,

completely, or even enlarge the previously clogged pore space.

5. Geomechanical poroelastic effects leading to possible initiation of frac-

tures and their growth when the pores are sufficiently clogged [35] are

neglected by this simulation model.

3. Numerical Solution Procedure

Numerical solution of equations 1 to 33, subject to initial and bound-

ary condition equations 34 to 50, simultaneously is very complex since many

nonlinear dependencies are involved, and particulate transport equations are

coupled to many rate ordinary differential equations. A fully coupled solu-
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tion of all equations would be a daunting task. An efficient solution strategy

should focus on identification of subsystems that are weakly coupled to each

other to enable sequential splitting, and possibly different spatial discretiza-

tion and time stepping techniques for each subset of governing equations.

First, the global pressure and CO2 phase saturation equations 1 and 2,

subject to initial and boundary conditions, are solved using standard tech-

niques commonly used in reservoir engineering [8, 52]. To this end, we im-

plemented two different strategies in our simulator. First, an IMPES like

scheme [8] is preferred for one-dimensional problems dominated by viscous

forces. This is the case for advection controlled experiments and when accu-

rate tracking of the saturation fronts nearby injection and production wells is

sought. However, the main drawback of this scheme is the limiting Courant-

Friedrichs-Lewy (CFL) time step requirement enforced for stability. At the

field scale, this constraint is often much demanding and hampers the global

solution efficiency since CFL numbers in the computational domain can vary

by orders of magnitude [48]. In practical cases, we devise the use of an im-

plicit solver for the saturation equation that is unconditionally stable [8].

The pressure solver is a fully implicit Euler in time and first-order upwind

finite-volume in space [52]. For structured grids this scheme is equivalent

to the standard two-point flux approximation scheme (TPFA), and to the

widespread cell-centered finite difference scheme for rectangular grids. The

saturation equation is solved either fully implicitly or with a mixed iterative

scheme combining a nonlinear explicit solver for the viscous and gravity-

driven terms and a nonlinear implicit solver for the capillary diffusion term.

A robust Newton-Raphson adaptive procedure [64] combined with line-search
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techniques is employed to solve the underlying nonlinear systems resulting

from the saturation equation.

This first step of the entire algorithm determines cell centered saturations

and the global fluid pressure. Velocity components are given at cells edges

along the three orthogonal directions of the grid. Next, phase velocities are

substituted from the total velocity (see Chen et al. [23] for more details)

as they are needed for transport of each group of particles in the respective

fluid phase:

uw = fwu+Kλcfw (ρw − ρc) g∇z (51)

uc = fcu+Kλwfc (ρc − ρw) g∇z (52)

The advection-dispersion equation 8 followed by particles transport equa-

tions 9 and 10 are solved by splitting techniques. The advection term is

solved by an explicit first-order upwind finite-volume technique. The inter-

mediate concentrations fields are next substituted to the dispersion-diffusion

equations systems which are solved implicitly. Unlike for the solute transport

equation, particulate transport equations are subject to different rate con-

stants related to release, mobilization, surface deposition, and pore-throats

blocking as discussed in previous paragraphs. To estimate the mass of flow-

ing particles, the rate equations are implicitly integrated from initial con-

centrations fields resulting from the diffusive step by the DASPK computer

package [18]. Finally, it becomes affordable to estimate particles rates in a

post-processing stage such that masses of each particle class deposited in pore

bodies or throats are determined. Notice that, particulate transport equa-

tions are processed sequentially since they are independent on each other.

This computational task lends itself naturally to parallel processing if one is
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dealing with a large number of particle classes. Before jumping to the next

time step, the final step in the overall algorithm estimates the permeabil-

ity loss or gain in each grid cell by using one of the two presented concepts

relating permeability and porosity changes.

The numerical model allows for different time steps in the pressure-

saturation and convection-diffusion subsystems. However, no efforts have

been undertaken to optimize or automate this process. In the sequential so-

lution of the pressure saturation equations convergence is achieved when the

residual of the Newton-Raphson iteration is smaller than a prescribed toler-

ance value. We follow a sequential non-iterative solution approach (SNIA) for

the numerical solution of the particulate transport equations in all demon-

strative example problems discussed in this paper. Numerical solution by

this technique was compared with alternative techniques based on a sequen-

tial iterative technique (SIA) and found to be quantitatively similar. This

inter-comparison study will be pursued and presented in a forthcoming paper.

4. Model Verification and Testing at The Laboratory Scale

The literature on experimental data for the class of problems being dis-

cussed in this paper is very scarce. As such, there is no reported measure-

ments of Sc-CO2 injection with exogenous particles, or combined to any other

mechanism, as discussed above, triggering in situ fines transport. Although,

we are aware of a number of similar experiments guided recently, they focus

more on reporting the nature of salt deposits rather than measuring parti-

cles transport along the sampled cores. For the numerical code verification

in this paper, we make use of the data set previously published by Sarkar
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[71], Sarkar and Sharma [72] and which was also a subject of an earlier sim-

ulation work by Liu and Civan [53]. Although the data set is not specifically

suited for Sc-CO2-brine systems, it provides a necessary first level bench-

mark to proxy other two-phase flow systems. Successful verifications enable

to establish confidence on the accuracy of the numerical implementation and

the code capability to tackle realistic engineering grade problems.

4.1. Single-phase flow experiments

The first model verification is based on laboratory experiments conducted

by Sarkar and Sharma [72] on two core samples. The first experiment in-

volves freshwater injection into a Berea sandstone core saturated with 3%

chloride sodium brine. The second experiment was conducted on a similar

core sample but only with the presence of a residual oil phase. Core data for

these two samples are reproduced in table .1. Other simulation data, such

as the rates of particulate processes, dispersion coefficient of the solute, and

so on, are reported in table .2 and are identical to those given by Liu and

Civan [53] following their history match with experimental data. It seems

from previous interpretations of these experiments in the literature that hy-

drodynamic release of fines does not take place here due to the low injection

flow rate. However, fines mobilization is mainly due to the salinity gradient

when flushing the interstitial brine with freshwater.

The two simulations predict processes of in situ fines release from pore

surfaces, migration, and capture by pore throats as depicted in figure 1 at

the core outlet position. These three mechanisms occur simultaneously in

the narrow lifetime of the fines concentration wave, which equals 33 and 42

min for the two simulations respectively. It is clear that with presence of the
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residual oil phase concentration waves of the solute species (Fig. 2(b)) and

particles (Fig. 1(b)) are retarded within the same factor due to a lower mo-

bility of the flowing phase. Another fundamental difference with the presence

of residual oil is a lower constant rate of fines release (see Table .2) than in the

case where the core is saturated with brine. This is likely related to the lower

pore surface exposed to the flowing phase in the second experiment and re-

sults in a lower fines concentration maximal value and pore surfaces/throats

plateau in the second experiment (see Fig. 1(b) and Fig. 2(b)). In both

cases, the total porosity reduction does not exceed 1%. However, this little

porosity change leads to a rapid permeability impairment as shown in Fig.

3 for both experiments. Simulated and measured permeability damage at

the Berea cores inlet are compared resulting in a satisfactory agreement. In

the first experiment, without residual oil, it is concluded that permeability

impairment is the most severe with a reduction over almost three orders

of magnitude. In the second experiment, a lower permeability reduction is

again related to the lower mass of mobilized fines and the subsequent lower

capability to plug pore throats.

4.2. Two-phase flow experiment

In-situ fines mobilization and migration is investigated under simultane-

ous two-phase flow of oil and water. Experimental data are provided by

Sarkar [71] on a Berea sandstone core similar to those used previously. The

data used in this simulation are provided in Table (.3). Model parameters are

identical to data given in Table (.2) for the second experiment, except for the

initial mass of fines, σfw0, which is taken equal to 0.0188 g/cc. Furthermore,

to be consistent with other works [53] that simulated this third experiment
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on the Berea sandstone core, we use curve fitted parameters, ml and k0
rl, for

relative permeabilities of oil and brine respectively according to equation 5.

Fitted parameters are k0
rw=0.03, k0

ro=0.84, mw=1.75, and mo=3.25 (see Fig.

4).

We point out that capillary pressure effects are neglected in this simulation,

and since the model is one-dimensional, gravity-driven migration or buoy-

ancy of the water phase is also neglected. Then, water saturation equation 2

becomes equivalent to the well-known Buckley-Leverett equation [19] in this

third simulation experiment.

Results of this third simulation are also in close agreement with Liu and

Civan [53] conclusion that formation damage and fines migration under two-

phase flow conditions, neglecting the capillary pressure, are similar to those

of the second experiment considering only residual oil. Fig. 5(a) confirm the

above made observation, although pore surfaces and throats concentrations

plateaux are slightly on a lower level. This conclusion is due to the first

fact that fines in water are not being allowed to be transferred to the oil

phase and plug oil-wet pore throats, and second to the rapid breakthrough

of freshwater saturation as shown in Fig. 5(b). The last observation suggests

also that fines migration inside the core is dependent on the shape of the

relative permeability curves of the flowing fluids.

5. Model Applications to CO2 Injectivity at the Field Scale

In the previous section our model was checked against available experi-

mental laboratory data to establish confidence in the implemented numerical

solution method and the relevance of the integrated mechanisms. Simulation
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at the core scale is a prerequisite for comprehensive understanding of the

interplay between formation damage processes occurring in the laboratory,

but cannot be directly applied at the field scale. In practical applications,

the velocity field around the wellbore is radial and rapidly decreasing but

not linear, which may change the time scales of basic processes like particle

release, migration, and capture, leading to different space and time evolution

of the permeability close to the well. In the framework of EOR by CO2 flood-

ing fluid flow dynamics are complex due to simultaneous operation of many

injection and production wells. Furthermore, the type of reservoir hetero-

geneity, connectivity, and channeling, may significantly affect the geometry

and relative position of the damaged area. These issues will be investigated

by several numerical experiments as discussed in next paragraphs.

5.1. The five-spot well problem

In this first example, the aqueous phase is pumped out from a 3000 m

deep reservoir through four square corner’s wells with an equal injection rate.

CO2 phase is injected from a well at the center of the domain with a total

injection flow rate of 1.15 x 106 tons/y. The reservoir geometry, production

data, as well as the parameters for fines mobilization are given in Table .4.

In all simulation scenarios discussed further, salinity-induced mobilization is

not taken into account by the Sc-CO2-wet particles considered herein since

there is an uncertainty as to the relevance and importance of this mechanism

with a supercritical liquid-like CO2 fluid. A constant global time step of 1

day is selected throughout, while internal particle kinetics sub-time steps are

automatically selected by the numerical integration package.

Fig. 6 shows the results obtained after a period of injection amounting to
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one month. Particles are released by hydrodynamic injection forces, from the

circular zone where the CO2 fluid phase velocity exceeds its prescribed critical

value. This behavior is observed in the very early days of simulation as the

concentration of the suspended particles rises sharply in all cells neighboring

the injection well. Mobile concentration rapidly stabilizes in this region as

demonstrated in Fig. 7(a). A fast rate of surface capture is observed for cells

close to the injector and therefore only excess mobile solid matter is allowed

to move along the flow pathlines and to be captured later in deeper surface

sites. This behavior is illustrated by surface concentrations in Fig. 7(a) and

(b) belonging to cells whose centers are located at 4.95 and 49.5 m of radial

distance from the injection well respectively. Competition between release

and surface capture processes occurs at the same time but at different space

positions where the latter is retarded in space. This behavior is explained

by the dispersive nature of the surface capture process whereas the release

mechanism is sharper (see Fig. 6(B) and (C)). It has been verified that the

former conclusive fact is not due to numerical dispersion artifacts by selecting

an explicit solver for the saturation and concentrations equations. Outside

the zone markedly impacted by particles migration, surface deposition in

pore surfaces is smaller in magnitude and controlled exclusively by Brownian

diffusion. Particle diffusion is an important mechanism for particles of size

less than one micron, implying a higher effective diffusion coefficient than

used in our simulation. Such effects could be readily introduced in the general

framework of our simulator by adding other classes of CO2-wet particles

of different sizes owing to different particulate rates and effective diffusion

coefficients. But, since diffusion-controlled capture mechanisms have only
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a secondary impact on a short time basis, they could be safely neglected

for the simulations presented. A permeability decrease of more than 20% is

observed nearby the injection well. The radius of the most clogged area is

quite small following sharply the distribution of concentrated fines in pore

throats. Particle bridging and blocking processes are always restricted to the

vicinity of the injector owing to the size exclusion effect akin to the nature

of this process.

As depicted in Fig. 8 a lower residual saturation of CO2 (Src=0.03) leads

to different spatial distributions of suspended and deposited solid matter.

This reflects the important impact of the relative permeability type curves

on particles migration and distribution in two-phase flow systems. There-

fore, lower residual content of CO2 enhances the fines mobility in the reser-

voir and accelerates clogging around sinks and production wells. Results

obtained from another simulation with lower residual saturation of the water

phase (Srw=0.03) as illustrated in figure 9 show very little impact on concen-

trations distributions and permeability reduction. Other sensitivity analysis

simulations lead to conclude that a lower porosity, ϕ, has a similar effect on

the distribution and magnitude of permeability change as a low CO2 residual

saturation. From figure 10 it is clear that at high porosities permeability loss

is restricted to the injector, otherwise it is much dispersed in the central zone

and elliptical regions at the domain corners. We noticed from results of other

sets of simulations that maximal permeability change is quite insensitive to

initial permeability values being varied from 1 mD up to 100 Darcy during

this time frame.

Therefore, even in the absence of salinity-induced mobilization of in situ
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fine particles, as shown in the previous laboratory experiments [71, 72], the

performance of CO2 injection at very high flow rates needs to be carefully

designed to avoid rapid fines accumulation at the injection well as demon-

strated in this simple numerical experiment. In this process design, such

damage is not restricted to the injection well, most especially, at low reser-

voir porosity and low non-wetting residual phase saturation. Nevertheless,

these conclusions are only valid under the simplistic assumption of medium

homogeneity. The potential impact of field-scale heterogeneity is assessed

in a series of simulations guided by another application example where all

processes are reconsidered again with a more realistic permeability field.

5.2. CO2 injection into an heterogeneous reservoir

In this second application example, two two-dimensional permeability

maps are extracted from the full three-dimensional permeability field used

by the SPE-10 comparative solution project [24]. The first map is the top

layer of the Tarbert formation which is a representation of a prograding near-

shore environment where the permeability is relatively smooth. The second

map corresponds to the 36th layer in the Upper-Ness formation sequence

where permeability is fluvial and could be characterized as a high-contrast

heterogeneous porous medium. The selected layers are described on a regular

cartesian grid with 60 x 220 (13,200) cells. The porosity is strongly correlated

with the horizontal permeability and contains about 2.5% null values. To

avoid division by zeros in these cells, we simply replace the null values by

a threshold minimal value. The reservoir parameters, production data, and

other extra parameters for particle release, transport, and capture are given

in Table .5. Here the oil phase is extracted from four production wells at
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the domain corners with an equal flow rate and CO2 is injected into the

formation from an injection well in the center.

Fig. 11 shows the numerical results obtained after 1 month of CO2 in-

jection into the smooth heterogeneous medium. Fig. 12 depicts the results

for the same problem except the medium permeability is chosen as homoge-

neous and equal to the mean permeability (k = 7.3 x 10−11 m2) of the first

permeability map. Comparison of these results leads to the key conclusion

that a heterogeneous medium exhibits more damage than an otherwise ho-

mogeneous equivalent. This is due to preferential surface capture and pore

blocking processes of CO2 particles along narrow pathlines as markedly seen

in Fig. 11(D) and (E). Whereas in the homogeneous case, Fig. 12(D) in-

dicates a more dispersive effect of the surface capture process as discussed

earlier in the first example. Likewise, more particles are captured at pore

throats in the heterogeneous case scenario. In the later case (Fig. 11(F)),

permeability reduction is well established along a complex ’X’ shaped chan-

nels and is deeper than in the homogeneous equivalent case (Fig. 12(F)).

In the case of fluvial permeability field, Fig. 13 show simulation results

after 30 days of CO2 injection. The injectivity decline is slightly higher due

to an already well established high-permeability channel and a high contrast

with its surrounding. Here the particle capture mechanisms are exclusively

controlled by the medium heterogeneity and not by the hydraulic interac-

tions as in the smooth permeability case. Indeed the narrow channel volume

intercepts most of the particles at the pore surfaces (Fig. 13(D)) and pore

throats (Fig. 13(E)). Additionally, we can see from Fig. 13(F) that injectiv-

ity loss distribution in the reservoir is not gradually decreasing radially from
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the injection well. It is not anymore restricted close to the injection well and

could be reached in other parts of the reservoir, as in the most permeable

channel composed from fluvial sediments, or in fragmented sets of spots at

the vicinity of some production wells. The later permeability damage loca-

tions are associated with cells of smaller porosity, higher concentrations of

the suspended matter, and thus higher mobility of the CO2 fluid phase.

5.3. Discussions

In the two previous subsections, it has been demonstrated that particulate

suspensions released under the unprecedented high flow rates anticipated

for CO2 storage projects could lead to formation damage not only close to

the injection (and production) wells. Notice that in our simulations only

the hydrodynamic release mechanism was selected. This limitation is not

associated with model formulation and its numerical implementation but

rather to the state of the art within Sc-CO2-particulate suspension mixtures

and their interactions with electrolytic solutions at different ionic strengths.

Injection of freshwater into brine electrolytic aqueous phase solutions trig-

gers colloidal mobilization of fines as discussed previously. Direct extension

to other injection fluids depends on their interfacial tension, wettability and

chemical composition. Supercritical carbon dioxide interfacial tension and

wettability is a complex function of chemical composition [51], pressure, and

temperature [21]. At the current stage of knowledge, very little is known on

the salinity induced release of in situ particles in presence of a supercritical

CO2 fluid. Due to the lack of experimental data, the simulations presented in

this section should be viewed as a lower end-members when salinity-induced

mobilization of in situ fines is neglected.
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We also demonstrated that, even for the small time frame considered,

permeability of other parts of the reservoir may change also which have im-

plications not only for injectivity (and productivity) processes but also on

subsequent CO2 fluid flow dynamics and its saturation distribution. The pre-

sented simulations are comprehensive as they shed more light on the possible

interactions between the basic processes and the model ability to identify

key factors for formation damage and its distribution which is not otherwise

possible at the laboratory. Therefore, a coupled model of two-phase flow

and particulate transport equations is useful and needed for some phases of

a CO2 sequestration project. Namely in the phases of site characterization,

and monitoring.

Formation damage and injectivity decline induced by mobilization of in

situ particles and co-injection of a CO2-particle mixture has not been in-

cluded yet in existing risk assessment frameworks. We believe that this is

due to the worldwide relatively short experience on studies of carbon seques-

tration mechanisms in sandstone sedimentary basins. In other environments,

such as the Utsira sands in Sleipner (North Sea), the first commercial scale

CO2 injection site, little injectivity decline was observed yet. Favorable high

initial permeability and porosity, and a quite probable consolidated sand

materials of this formation are probably the key factors maintaining a high

injectivity. This is not currently the case for other sequestration projects (i.e.

Snohvit site) running into trouble because of little CO2 storage capacity or

otherwise little injectivity. 1 This will be also unlikely the case in other large

1See the press news at http://www.barentsobserver.com/?id=4757670&cat=0&language=en.

Retrieved, 2 August, 2010
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sedimentary basins needed to deploy carbon storage at a commercial scale.

Since spatial scale resolutions needed are in the range of several hundreds

of kilometers squares, the probability that a new injection well intersects

a poorly consolidated and low permeability zone could not be completely

avoided. Such probability increases with the factors explained so far. A

scientific based approach is therefore needed to account for such rising prob-

ability of well failure and the related project costs for site selection. Next

to the initial screening phase and during site characterization, and as more

data becomes available, the proposed numerical model could be used for pre-

dictive purposes to estimate the well injectivity index evolution during the

project lifetime.

On a longer time basis, we expect other implications for CO2 storage

mechanisms. This requires however a more thorough study and constitutes

another plan for our future research work. Particularly, competition between

the CO2 phase gravity override and the mechanism of particles interception

by their sedimentation should be investigated and requires an extension of

the presented model. Such effort is important if the exact location of forma-

tion damage along the depth of the well screens is of interest. Much detailed

simulations require also more sophisticated gridding near the wellbore be-

cause as seen in the simulations above the particles capture processes are

occurring over variable and different spatial scales.

We do not argue however that all particulate transport processes must

be included in simulations pertaining to studies of CO2 storage or that our

simulator handle them at all. For instance, desiccation of carbonate forma-

tions associated with salt precipitations next to immobile CO2 dissolution in
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the residual aqueous phase [68] is another indirect mechanism by which CO2

wet particles will migrate due to the high flow rate of injection. Reported

simulations in the literature did not include yet particle transport processes

and their impact on formation damage [6, 68]. Simulation of this additional

mechanism is possible by the presented model through proper calibration of

the hydrodynamic release rate. Other processes relevant to sandstone forma-

tions include shrinkage of clay (i.e. smectic or illitic) particles within the dry

supercritical CO2 phase and their swelling when they move into the aqueous

phase. Such adverse effects could be important for aquifers and flow barriers

with a relatively important fraction of clay minerals as they may lead to sub-

tle particulate two-phase flow interactions. Future extensions of the model

along this direction are warranted.

Although there are a number of limitations inherent to the complexity

of heterogeneous saline aquifers and reservoirs targeted for CO2 storage, the

presented model remains a first step towards a more advanced integration

of particle release, mobilization, and capture processes into the framework

of other complex CO2 sequestration numerical models. Examples of new re-

search avenues to this end would be coupling of particulate transport equa-

tions with non-isothermal multiphase flow, multicomponent reactive trans-

port, and reservoir compositional models.

6. Summary and Concluding Remarks

A comprehensive mathematical model of particulate release, migration,

and capture in two-phase flow systems is developed. The numerical model

procedure is verified on the laboratory scale with available experimental data,
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and a good agreement with other authors is obtained. This model is useful

in field planning of fluids re-injection and production. It is a comprehensive

tool to study particulate transport processes for CO2 injection projects.

CO2 injection may involve sanding problems on poorly consolidated ge-

ological layers which accelerates breakthrough of in situ hydrodynamically

released particles. Numerical simulations on a simplified two-dimensional

five spots pattern test case highlights the relevance of this processes around

the injection and production wells. Under the simple assumption of reservoir

homogeneity, lower CO2 residual saturation and reservoir porosity enhance

fines mobility in the reservoir and clogging also around sinks and production

wells. The model scope discussed in this paper is limited to the Buckley-

Leverett equation with gravity. We expect the same conclusions to hold for

if capillary pressure effects are taken into account. Only the magnitude of

permeability reduction near the injection well is expected to be different as

mobilized and captured particles becomes more diffusive. In the presence of

a single injection well like in CO2 storage the zone of permeability change

is expected to be smaller than the case presented in this paper. Due to the

strong buoyancy effects we expect the permeability reduction to be localized

in the upper portion of the reservoir beneath the cap rock.

More realistic simulations are performed on several permeability fields,

spanning several orders of magnitude, and adapted from the SPE-10 com-

parative solution project. The results demonstrate that control mode of

mobilization, capture, and permeability reduction processes, depends on the

type of reservoir heterogeneity such as smoothness, channeling, and con-

nectivity. The clogging process is not limited to the two-dimensional area
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around the injector and chiefly depends on the type of reservoir heterogene-

ity. The dimensionality of the problem is another key factor implying further

improved investigations on three-dimensional problems.
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Appendix A

Nomenclature

ct compressibility (M−1LT2)

Cs salt concentration in aqueous solution (mole.L−3)

C mass concentration of fine particles (ML−3)

Ds solute hydrodynamic dispersion tensor in aqueous solution([L2T−1)

D diffusion coefficient (L2T−1)

d mean diameter (L)

fe flow efficiency factor (-)

f fractional flow function (-)

g z-axis component of the gravity vector g = (0, 0, g)T (LT−2)

H heaviside function (-)

Iw well index (-)

K rock intrinsic permeability tensor (L2)

krl relative permeability of fluid phase l (-)

kB Boltzmann’s constant (J/K)

m empirical exponent parameter (-)

n power law of the reduced permeability-porosity relationship (-)

p fluid pressure (ML−1T−2)

q total injection/withdrawal source/sink term (ML−3T−1)

Rsa salt adsorption rate on porous media surfaces (mole.L−3T−1)

R particles rate term (ML−3T−1)

rw well radius (L)

S fluid saturation (-)

s skin factor (-)

t time (T)

T temperature ()

u fluid velocity vector (LT−1)

z vertical axis component (L)
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Greek letters

α rate constant

γ rate of change of the filtration coefficient [M−1L3]

κ parameter depending on the residual permeability of the plugged pores (-)

λ fluid mobility (M−1L3T)

µ fluid viscosity (ML−1T−1)

ρ fluid density (ML−3)

σ mass of particles deposited over pore walls per unit bulk volume (ML−3)

σ∗ mass of particles trapped at pore throats per unit bulk volume (ML−3)

ϕ rock porosity (-)

∆ difference operator (-)

θ angle (rad)

Θ correction function for high concentration suspensions

Γ computational domain boundary

Ω computational domain

Subscripts

0 initial value

bh bottomhole

c CO2 phase, or capillary

cp CO2 wet particles

f fine particles

fe flow efficiency

i particle type index

ip intermediately wet particles

I interface zone between CO2 and water

o oil phase

op oil particle

l fluid phase index
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lc critical quantity in fluid phase l

p particle

s salt

t total

w water phase

wp water wet particles

lr residual in phase l

Superscripts

cl colloidally released

d deposition

h hydrodynamically released

max maximum

p pore throat

t phase transfer

T vector transpose

∗ effective parameter value
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particles in pore surfaces, and in (E) pore throats; and (F) the permeability

reduction factor.

—

Figure 12: Simulation results after 1 month of CO2 injection in a five-spot

well pattern - Homogeneous mean permeability - showing spatial distribution

of (A) the initial reservoir porosity (B) CO2 phase saturation, mass concen-

trations of (C) suspended particles, (D) deposited particles in pore surfaces,

and in (E) pore throats; and (F) the permeability reduction factor.
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—

Figure 13: Simulation results after 1 month of CO2 injection in a five-spot

well pattern - sharp heterogeneous medium case - showing spatial distribu-

tion of (A) the initial reservoir permeability (log10-scale) (B) CO2 phase

saturation, mass concentrations of (C) suspended particles, (D) deposited

particles in pore surfaces, and in (E) pore throats; and (F) the permeability

reduction factor.
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Table .1: Berea sandstone core data given by [72] for single-phase flow experiments.

Property Experiment 1 Experiment 2

Core diameter (cm) 2.54 2.54

Core length (cm) 8.30 8.30

Initial porosity 0.21 0.21

Initial permeability (darcies) 0.0654 0.0825

Fines density (g/cc) 2.50 2.50

Residual oil saturation 0.00 0.367

Initial brine salinity (mol/cc) 0.51 0.51

Injection flow rate (cm/s) 4.31 x 10−4 4.31 x 10−4

Freshwater/brine viscosity (cp) 1.0 1.0

Core outlet pressure (atm) 1.0 1.0
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Table .2: Solute transport and particulate rate data used for simulating in-situ fines mi-

gration experiments presented by [53].

Property Experiment 1 Experiment 2

σfw0 (g/cc) 0.025 0.02

Csc (mol/cc) 7 x 10−3 7 x 10−3

D (cm2/s) 1 x 10−4 1 x 10−4

αcl
fw (s.cc/mol) 0.435 0.280

αp
fw (cm−1) 5.25 5.25

αfe,f (cc/g) 35.4 35.4

κf 0.0 0.0

n 3 3
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Table .3: Berea sandstone core data given by [71] for the two-phase flow experiment.

Property Experiment 3

Core diameter (cm) 2.53

Core length (cm) 8.27

Initial porosity 0.209

Initial permeability (darcies) 0.122

Fines density (g/cc) 2.50

Residual oil saturation 0.30

Connate water saturation 0.27

Initial brine salinity (mol/cc) 0.51

Injection flow rate (cm/s) 3.78 x 10−4

Freshwater/brine viscosity (cp) 1.0

Oil viscosity (cp) 22.9

Core outlet pressure (atm) 1.0
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Table .4: Parameters used for studying CO2 injection in five-spot well pattern.

Parameters of the Value Parameters for Value

geological model fines mobilization

Reservoir length (m) 500 αcl
fc (s

−1) 0.0

Reservoir width (m) 500 αh
fc (m

−1) 3.8 x 10−4

Reservoir thickness (m) 5 αd
fc (m

−1) 1.2 x 10−4

Number of FV cells 101 x 101 αpt
fc (m

−1) 6.2 x 10−6

Initial pressure (MPa) 30 αfe,f (m3/kg) 0.6

Viscosity of CO2 (mPa.s) 0.077 ucc (m/s) 0.2 x 10−4

Viscosity of water (mPa.s) 0.50 σfc0 (kg/m3) 0.0

Residual CO2 saturation 0.3 ρp (kg/m3) 2500

Residual water saturation 0.3

Initial porosity 0.3

Initial permeability (µm2) 0.85

Injection rate of CO2 (m3/h) 150

Temperature (�) 60

Fluid salinity (g/l) 50
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Table .5: Parameters used for studying CO2 injection into two-dimensional heterogeneous

layers extracted from SPE-10 comparative solution project.

Parameters of the Value Parameters for Value

geological model 365.76 fines mobilization

Reservoir length (m) 100 αcl
fc (s

−1) 0.0

Reservoir width (m) 670.56 αh
fc (m

−1) 3.8 x 10−4

Reservoir thickness 0.61 αd
fc (m

−1) 1.2 x 10−4

Number of FV cells 60 x 220 αpt
fc (m

−1) 6.2 x 10−6

Initial pressure (MPa) 30 αfe,f (m3/kg) 0.6

Viscosity of CO2 (mPa.s) 0.077 ucc (m/s) 0.2 x 10−4

Viscosity of oil (mPa.s) 300 σfc0 (kg/m3) 0.0

Residual CO2 saturation 0.05 ρp (kg/m3) 2500

Residual oil saturation 0.3

Injection rate of CO2 (kg/s) 150

Temperature (�) 60

Fluid salinity (g/l) 50
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