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A B S T R A C T

This paper presents a method to investigate the relative influence of waves, wind-induced currents and tidal currents on sediment mobility in coastal environment. It is based on the assumption that, knowing high uncertainties linked to sediment dynamics studies, simple sediment mobility indicators are sufficient tools to provide useful information. This method is based on five main steps: (1) assessing hydrodynamic conditions and related errors spatially and temporally for an area; (2) evaluating the bottom shear stress induced by these hydrodynamic conditions; (3) providing simple sediment mobility indicators; (4) analysing the sensitivity of these indicators to the existing hydrodynamic uncertainties; (5) interpreting indicators knowing their limits (identified in the sensitivity analysis). This methodology is applied to a test site on the inner shelf, seaward of the Pertuis Charantais region in France. Using wave (SWAN) and sea-level and currents (MARS-2DH) modelling, we study the spatial distribution of the relative contribution of waves, tides and wind-induced current in the non-cohesive sediment mobility under storm conditions. The deduced sediment dynamics indicators reveal the dominant action of waves in sediment initiation in the offshore area, in water depths of up to 60 m. The sensitivity study, performed in order to evaluate the validity of results, shows that the sediment mobility indicators still provide relevant information, even for hydrodynamic uncertainties of ± 20% or furthermore when only a qualitative sedimentological knowledge of the area is available.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

The continental shelf, especially its internal part, undergoes the action of currents and waves. The analysis of sediment transport processes requires estimating the relative influence of each of these two processes. It is still often assumed that waves have no influence on sediment dynamics in waters deeper than 20 m, although many local observations have highlighted wave-induced sediment mobility at greater depth (e.g., 80 m in Drake and Cachione, 1985 and 23 m in Idier et al., 2006).

A complete comparative study of the different factors contributing to sediment transport must cover a wide spatial extent and a long period of time and quantify the sediment dynamics phenomenon. The use of hydrodynamic models has already provided large amounts of quantitative information on extensive areas, using a variety of bedload formulae to quantify sediment dynamics by transport fluxes or suspended sediment concentrations (e.g. Harris and Wiberg, 2002). However, many authors have stressed the limitations inherent to the use of deterministic bedload formulae, which estimate transport rate with an error factor of at least 2 (e.g. Van Rijn, 1993; Eidsvik, 2004; Pinto et al., 2006). Therefore, for a simple comparative study, other ways to derive sediment dynamics information from hydrodynamic knowledge could be explored. Dufois et al. (2008) compared wave and current-induced bottom shear stress distribution to the actual sediment cover in the Gulf of Lions shelf. Other sedimentology studies tried to link the spatial distribution of wave-induced bottom shear stress to the water depth at which the sand-mud transition occurs (George and Hill, 2008). Following these approaches, we propose in this article to present a further analysis of the bed shear stress distribution by computing it into different sediment dynamics indicators linked to the associated grain size which could be set in motion. This approach of focusing mainly on sediment motion initiation and the duration for which the sediment is set in motion is quite widely used in engineering applications to study the impact of sediment clapping or dredging on a single area. The study’s objective is to use and extend this type of method to quantify the relative influence of waves, wind-induced currents and tidal currents on sediment mobility in a macro-tidal environment, over an extended shallow continental shelf area (from open sea to protected areas) and for a period including different hydrodynamic conditions (mainly storm conditions).

Thus, a specific methodology is presented, which aims to spatially represent this influence of the hydrodynamic
components on non-cohesive sediment mobility. Models of waves and currents are called on for the purpose. Hydrodynamic model results are converted into sediment dynamics information following a quite basic but useful methodology proposed by Idier et al. (2006).

In order to ensure the relevance of the proposed methodology, it is applied to a case study involving the inner shelf seaward of France’s Pertuis Charentais region. The choice of this study area is based on two reasons: on the one hand the application of the methodology in this area highlights its relevance by complementing existing local studies; on the other hand results can be compared between past studies and this one, in order to validate the methodology.

First, the overall methodology is described. Then, after a general presentation of the study area and the existing local studies, a detailed description of the set-up and validation of the models is given. Finally, the sediment mobility results are presented and discussed.

2. Methodology for studying sediment mobility

2.1. Overview of the method

The study’s main aim is to propose a simple method that can be used to obtain a spatial and temporal analysis of the sediment mobility induced by hydrodynamics, in an extended area. A major issue for such sediment dynamics studies is overcoming the different sources of uncertainties liable to affect the final results. As stated earlier, the quantification of fluxes involves errors of a factor of 2 or more, and which may even be much higher yet if wave-driven transport is considered (Pinto et al., 2006). Actually, the use of sediment transport formulae involves both statistical and epistemic uncertainties. Indeed, all sediment transport formulae are highly sensitive to hydrodynamic and sediment grain-size errors (Pinto et al., 2006). Furthermore, faced with the complexity of sediment movement, one is obliged to choose among many different formulæ and subsequently perform many case-specific calibrations, and the process imposes many limitations on the results.

In this study, our intention is to devise a method that strives to limit uncertainties on the results by reducing the complexity of results used for interpretation. The idea is to call on the simplest sediment dynamics indicators still able to be significant even when the knowledge of hydrodynamic conditions or sediment cover is imperfect.

Therefore, instead of evaluating sediment transport completely, the method only quantifies the bottom shear stress induced by hydrodynamics. This bottom shear stress, expressed in N/m², can be directly translated into a simple sediment mobility indicator which is the maximum grain size that can be set in motion by this stress. At this stage, many uncertainties have already been propagated (Papithis, 2001); however, this indicator is far less complex than quantifying sediment fluxes while applying transport formulæ: a new level of complexity is introduced thereby increasing uncertainties. This study will demonstrate that the simple use of this maximum grain size set in motion can provide useful information through different indicators directly related to it, especially when applied to an extensive area and over different hydrodynamic conditions.

The main steps involved in this method are: (1) assessing hydrodynamic conditions and related errors spatially and temporally for an area; (2) evaluating the bottom shear stress induced by these hydrodynamic conditions; (3) providing simple sediment mobility indicators; (4) conducting a sensitivity analysis to ensure the significance of indicators in light of existing uncertainties; (5) interpreting indicators knowing their limits (identified in the sensitivity analysis).

2.2. The use of hydrodynamic models

Two hydrodynamic models serve to reproduce wave characteristics and tidal and wind-induced currents at quite a large scale (~100×100 km): (1) the shallow-water model called MARS-2DH, that solves the Saint-Venant equations (Lazure and Dumas, 2008) for tidal and wind-induced currents and (2) the third-generation SWAN wave model using finite difference methods for wave characteristics (Booij et al., 2004).

When this process is applied at the scale of the Pertuis area, the final resolutions of the models are 200 m for MARS-2DH and 300 m for SWAN, and we focus on sediment mobility outside the surf zone (e.g. for water deeper than about 5 m). This implies that phenomena like wave-induced currents, undertow and longshore drift are not considered. Validation is achieved using hydrodynamic measurements performed in November 2002 (Idier et al., 2006).

These two models provide information for bed shear stress computation. The outputs of the shallow-water model MARS used to compute the sediment mobility are water depth and depth integrated current magnitude, whereas the SWAN wave model outputs used are the peak period and the bottom orbital velocity.

2.3. Sediment motion initiation

In order to set sediment particles in motion, bed shear stress must exceed a critical value. To estimate the maximum size of the grains able to be set in motion by waves and currents, we use the Shields parameter for the sediment motion of grains having a size $d$:

$$
\theta = \frac{\tau_b}{g(\rho_s - \rho)d}
$$

where $\tau_b$ (N/m²) is the hydrodynamic bed shear stress, $g$ the gravity acceleration, $\rho$ the water density and $\rho_s$ the sediment density. This stress can be caused by the currents (hydrodynamic shear at the bottom due to the currents $\tau_{b,c}$), or the waves (stress at the bottom due to waves, averaged on a half-wave cycle $\tau_{b,w}$). Following Van Rijn (1993), the value of the stress $\tau_{b,c}$ applied to the bottom under the joint action of waves and currents, integrated over a half-wave period, can be written:

$$
|\tau_{b,c,w}| = |\tau_{c,b}| + |\tau_{b,w}|
$$

with $\tau_c$, the bed shear stress reduction coefficient ($\leq 1$), which is less than 1 for large waves combined with weak currents. This coefficient is mainly related to the apparent roughness and the bed roughness. To estimate this coefficient, it is necessary to know the apparent roughness and the boundary-layer thickness. $\tau_c$ is considerably smaller than one in case of relatively high waves combined with a weak current, whereas $\tau_c=1$ means that we neglect the current velocity reduction in the near bed region, which is due to wave-current interaction. Thus $\tau_c=1$ implies that the total bed shear stress is potentially overestimated. A comparative study (Van Rijn, 1993) shows that the errors associated to this simplification are quite negligible for wave and current in the same direction, whereas the maximal error (Q(10%)) occur for waves perpendicular to the current. Thus, as a first approach, we use $\tau_c=1$, which seems reasonable in view of the fact that the tidal currents are quite large in the study area.

Based on the estimation of bed shear stress using the Shields parameter, we deduce the maximum size of grains which are set in motion. For motion initiation, only the skin-related bed shear stresses have to be considered (Van Rijn, 1993). Furthermore, the
study domain is restricted to the non-cohesive sediments ($d_{50} > 0.063$ mm). Thus, in the figures (e.g. Fig. 6), the area of cohesive sediment is hatched, and corresponding results will not be discussed even though values are given in the figures.

2.4. Bed shear stress

The wave-related bed shear stress ($\tau_{bw}$), averaged over a half-wave cycle, can be written (Van Rijn, 1993):

$$\tau_{bw} = 0.25 \rho f_{bw} (u_b)^2$$

(3)

with $u_b$ the peak value of the near-bed orbital velocity, based on linear theory. Coefficient $f_{bw}$ is the wave friction (Swart, 1976), which is a function of bed roughness $k_s$ and the peak value of the orbital excursion $A_b(A_b$ being related to the peak value of the orbital velocity and the peak period):

$$\begin{align*}
\left\{ 
\begin{array}{ll}
\frac{f_{bw}}{k_s} = \exp\left(-6 \cdot 5.2 \left(\frac{A_b}{k_s}\right)^{0.19}\right) & \text{for} \frac{A_b}{k_s} > 1.57 \\
\frac{f_{bw}}{k_s} = 0.3 & \text{for} \frac{A_b}{k_s} \leq 1.57
\end{array}
\right.
\end{align*}$$

(4)

The model outputs used to compute sediment mobility are the peak period and the orbital velocity, for every node at every model time step. The current related bed shear stress can be written:

$$\tau_{b_c} = \rho g U^2 / (h k_s^{1/6})$$

(5)

$U$ (m/s) is the norm of the horizontal depth averaged velocity, $K$ is the Strickler friction coefficient, and $h$ (m) is the water depth. The Strickler coefficient is also related to the bed roughness coefficient $k_s$:

$$K = 18 \log\left(\frac{12h}{k_s}\right) h^{-1/6}$$

(6)

The outputs of the MARS shallow-water model used to compute sediment mobility are the water depth and current magnitude, for every node and model time step (re-sampled hourly for the study).

2.5. Sediment dynamics indicators

With the purpose to translate bed shear stress into simple sediment-mobility information, whilst endeavouring to hold down uncertainties we propose two indicators: (1) the maximal grain size which can be set in motion and (2) the time duration $T_d$ (percentage of the simulated period) during which the critical bed shear stress of the chosen grain size is exceeded by the bed shear stress. This second indicator is related to the mobility of the grain size $D_g$. These two indicators are directly related on the studied period.

For each of the following configurations, there are two main parameters: (1) the chosen grain size $D_g$ considered and (2) the chosen bed roughness $k_s$, the most sensitive parameter when computing bed shear stress. Bed roughness may refer to grain roughness ($k_s = 3 D_g$) or to bed roughness induced by ripples.

Hereinafter the reference case will correspond to a reference grain size of 0.2 mm ($d_{50}$ value of 0.6 mm), as this is representative of medium sand.

3. The November 2002 case study

3.1. The study area

The study site (Fig. 1a) encompasses the area lying between the Pertuis of Maumusson, to the south, and the coast of Sables d’Olonne, to the north, and between the Sables d’Olonne to the west and the continent to the east.

3.1.1. Hydrodynamic and sediment cover description

Based on the tidal current atlas (SHOM), the depth-averaged tidal currents are about 0.5 m/s and the tidal range is 5.1 m for a mean spring tide in the inter-island area. Bertin et al. (2008) described the wave climate in twelve representative wave classes, using model results (NW3 model, Tolman, 2002) at an offshore location (2.5 W; 46 N). Annual classifications between 1997 and 2005 allowed them to distinguish two main swell categories within offshore wave classes: (1) low to moderate WNW swell conditions, representing 28–69% of the annual wave climate (depending on the year) and where $H_s = 0.8–2.5$ m, $T_p = 6–12$ s and $\text{Dirp} = 274–292$ N; (2) energetic W swell conditions, representing 15–27% of the annual wave climate (depending on the year) and where $H_s = 2.5–9.4$ m, $T_p = 11–15$ s and $\text{Dirp} = 265–280$ N. Category (1) swells occur mostly during summer months (June–September), while category (2) occur mostly during winter months (November–March), spring and autumn being characterised by a transition between these two wave regimes. These observations demonstrate that this area undergoes a macro-tidal regime and a high energy wave climate with strong seasonal variations.

As to sedimentary characteristics (Fig. 1b), and from a schematic point of view, moving seaward from the mainland, one first encounters mud flats between the continent and the islands up to the northernmost part of the study area. Next, along the western coast of the islands, some bedrock areas occur. Finally, further offshore, seabed sediment is mainly composed of sands and gravely sands (for the external part), except offshore to the south-west of Oléron Island, where there is a large mud deposit.

3.1.2. Existing knowledge on the study area

The theoretical relative impact of waves and currents on the sediments of the Bay of Biscay shelf has already been investigated (Barthe and Castaing, 1989) using both hydrodynamic measurements and the abacus of the sediment motion initiation. Furthermore, the influence of tidal currents, swells, wind waves, and residual currents has been studied by Idier et al. (2006) on the basis of measurements at a single location between the islands of Oléron and Ré (Fig. 1a, location 54), in the so-called Pertuis Charentais area. They show that, for an area 23 m deep at this location 54, swells (rather than wind waves) are energetic enough to initiate the motion of sands, which are then transported by the currents. Sands with a grain size of 0.2 mm would be transported during 92% of the field measurement duration (~3 weeks in November 2002), whereas gravels would be only sporadically set in motion, especially during conjunctions of storms and spring tides.

Complementary to these local studies based on hydrodynamic measurements, hydrodynamic modelling approaches have been used on the Pertuis Charentais area. Tidal currents have been studied on various scales ranging from that of the Maumusson inlet (Fig. 1a) (Bertin et al., 2005) up to the scale of the Pertuis (the part between the islands and the continent) and the islands (Fig. 1a) (Stanisière et al., 2006; Chaumillon et al., 2008). Some studies have also focused on the influence of waves on the Saint Trojan beach on the western coast of Oléron Island (Fig. 1a) (Bertin et al., 2008).

However, these studies were mainly conducted at a local scale or focused on hydrodynamics alone and few large-scale studies have been devoted to the relative influence of currents and waves on sediment dynamics. The application of the described methodology on this area will extend spatially the understanding of this influence of hydrodynamic components, while being able to validate it thanks to this existing knowledge.
3.2. The study period

The results presented by Idier et al. (2006) were obtained for the period between 5 and 27 November 2002, chosen for the modelling study presented in this paper. Three main storm events occurred on 7, 13–14 and 20–21 November, with wind velocities reaching 15–20 m/s on northern Oléron Island. During the last storm event period, at point S4 (Fig. 1a), a significant wave height of 6 m was reached for a peak period of 18 s (Fig. 3, Idier et al., 2006). This storm event is associated with the second swell category described by Bertin et al. (2007) (see Section 3.1), but with a longer period. Furthermore, regarding wave statistics in this area (Anemoc 2007, point coast 2697), such waves with heights significantly greater than 6 m occur approximately eight days a year (autumn–winter). Thus, the period studied is representative of a significant stormy autumn–winter context.

4. Model set up and validation

4.1. Wave modelling

4.1.1. Description and set-up

Wave modelling is based on the use of the third-generation SWAN wave model using finite difference methods and developed by Delft University (NL). The evolution of the wave spectra is described by the wave action conservation equation (Booij et al., 2004). In order to model the study area, we call on two nested models (Fig. 2), with grid sizes of 1 km (B0) and 300 m (B1). The bathymetric data we use come from the GEBCO database and SHOM and Ifremer bathymetric data. As to the boundary conditions, four nodes of the NWW3 model (Tolman, 2002) are used, yielding triplets (significant wave height, peak period and peak direction) on the western edge of the B0 box (Fig. 2). From Bidlot (2008), the scatter index (rms error standardised with mean observed data) for the October–November 2002 wave data ranges between 10% and 11% for the significant wave height and 20% and 26% for the peak period (NWW3 data). Meteorological conditions are taken into account over the whole area covered by the B0 box using Global Forecast System (GFS, developed by NCEP-NOAA) outputs. The reference sea level in the SWAN computations is the tidal level at the La Rochelle harbour (SHOM tidal prediction).

4.1.2. Validation

The model was validated using measurements made at the S4 point location in November 2002 (Fig. 1a). Fig. 3 shows that wind
effect in the B0 box must be taken into account in the simulations. Indeed, ignoring wind effect results in underestimating wave height by a factor of up to 2 (e.g. 14 November 2002). When wind velocity is taken into consideration, reasonably good agreement is obtained between the observations and the model (Fig. 3), with a correlation coefficient $R^2$ of 0.81. The scatter index (SI) is about 21% for the significant wave height and 31% for the peak period. These errors come from boundary conditions errors (see Section 4.1.1) and from the model itself. However, the indicators used for the analysis conducted below are particularly sensitive to energetic waves. Thus, it is worthwhile to estimate errors for these energetic waves. The scatter index SI is equal to 9% (resp. 14%) for waves with $H_s$ greater than 4 m (resp. 3 m). These errors are quite reasonable and their influence on the sediment dynamics study is dealt in Section 6.1.

4.2. Current modelling

4.2.1. Description and set-up

To model the tidal and wind-induced currents, we implemented the shallow-water model called MARS-2DH (Saint-Venant equations) (Lazure and Dumas, 2008). This code, developed by Ifremer, is based on the finite difference method. Focusing on the bed shear stress magnitude, it should be noticed here that 2DH approaches have some limits regarding wind-induced bed shear stress. Indeed, as shown by Hall and Davies (2002), depending on the period and sense of rotation of the wind field, the wind effect extends over the entire water column (and thus, 2DH models should provide relevant bed shear stress) or the near surface layer (and then, 2DH model results are not relevant to provide bed shear stress). However, during storms, when wind forcing is quite large, the highly turbulent nature of the water column means that wind-induced current could be predicted using 2DH models (Jones and Davies, 2006). The present hydrodynamic modelling is done for this type of stormy conditions period.

The nested modelling technique is used, with a large box R0 (grid size: 5500 m) covering the Bay of Biscay and the English Channel, down to a small box R3 (grid size: 200 m) covering the area of the two islands, Ré and Oléron (Fig. 4). The bathymetric data used for this model are the same as those used for wave modelling (GEBCO, SHOM and some specific surveys made by Ifremer).

The boundary conditions are drawn from the FES2004 database (Lyard et al., 2006) which provides the 14 most important tidal components. Meteorological data are based on the GFS data at the node (46°N; 2.5°W). These wind conditions are supposed uniform over the entire area.

Nicolle and Karpytchev (2007) emphasized the need for spatially variable friction to represent tidal amplification and asymmetry in the area. They finally selected Chezy coefficients of 100 m$^{0.5}$ s$^{-1}$ for mud flats and 60 m$^{0.5}$ s$^{-1}$ elsewhere, corresponding to Strickler coefficients of 32 and 54 m$^{1/3}$ s$^{-1}$ in water 40 m deep. Nevertheless, our model was built with a uniform Strickler coefficient (Strickler friction parameterisation in MARS-2DH). This value was set at 40 m$^{1/3}$ s$^{-1}$ for the last box R3, as a result of model calibration and in accordance with Stanisire et al. (2006) and with the Chezy coefficients chosen by Nicolle and Karpytchev (2007). In the present study, the Strickler coefficient is uniform, and thus the model does not properly reproduce current asymmetry. However, errors induced for current intensity will be quantified, in order to investigate the sensitivity of final results to such errors.

Fig. 3. Wave results (significant wave height and peak period): measurement and model at the S4 location.

Fig. 4. Computational domains of the nested boxes (R0 to R3) for the shallow-water model MARS.
4.2.2. Validation
The hydrodynamic model was validated regarding its capacity to reproduce tidal dynamics (water level and currents). The model results have been compared to:

- The SHOM tidal water level predictions at the harbours of La Rochelle, Aix Island and Gatseau, for a mean spring tide (24 January 2004).
- The field measurements performed in November 2002, processed with the T-Tide toolbox (Pawlowicz et al., 2002) to extract the tidal components (Idier et al., 2006). The S4 velocity measurements are point data, so that processing is required prior to comparing it with 2DH model output (depth integrated current). The integrated velocity is obtained by fitting an assumed logarithmic profile in agreement with the von Karman–Prandtl theory. In order to calibrate the bed roughness $z_0$ parameter defining this profile, we used existing instantaneous ADCP profiles at the S4 location.

The validation of the tidal signal for two spring–neap tide cycles exhibits an rms error ranging from 0.09 m at La Rochelle to 0.17 m at Gatseau. The stronger error at Gatseau could be due to the quality of the bathymetric data in this area, where the seabed changes very quickly.

Qualitatively, at the S4 location in November 2002, the model reproduces the semi-diurnal oscillations and the amplitude variations of the water level and current, due to the tide (Figs. 5a–c). Mean phase errors, which are not negligible, play an important role in instantaneous rms errors calculation; they range from 11 min for water level signal to 1 h for current representation. However, the discrepancies between the model and the measurements in terms of water level and currents are comparable to the model errors cited in the literature for the same area (Stanisire et al., 2006):

- rms error of 0.18 m for the free surface level, to be compared to a mean tidal range of about 3 m during the campaign,
- rms error of 0.12 m/s for the current magnitude, to be compared to the mean of the ebb/flood current amplitude of 0.6 m/s during the campaign. It can be noticed that peak velocity errors, which will have an important role in the analysis, are still in an acceptable range for the present study, with a SI of 23% for velocity magnitude larger than 0.6 m/s (1% of observations), and a SI of 26% for velocity magnitude larger than 0.5 m/s (5% of observations).

Regarding wind-induced hydrodynamics, the free surface level and the currents computed by the model are processed to extract the storm surge (total free surface level minus the tidal level) and the non-tidal (i.e. residual) currents (total current minus the tidal current). These processed results are compared to the processed S4 observations. Although the errors are quite large for the studied phenomena (rms error around 0.1 m), storm surge tendencies are accurately reproduced by the model.

Thus, the hydrodynamic model yields acceptable results albeit with some errors. The influence of these errors on the sediment dynamics study is looked into in Section 6.1.

5. Results for the reference case ($D_g=0.2$ mm and $k_s=3\times0.2$ mm)

5.1. Maximum grain size set in motion

The sizes of the grains set in motion (Fig. 6), based on modelling results at point S4, are somewhat different (~39%) from those estimated from hydrodynamic measurements (Idier et al., 2006). Indeed, as mentioned in this reference, the maximum grain size set in motion is mainly controlled by wave conditions as opposed to currents. Also, as shown in Section 4.1.2, errors on the wave height and peak period amount respectively to 21% and 31%. This is mainly due to wave model output errors. Nevertheless we still use the model to extend the results obtained analysing the S4 measurements spatially and temporally (Idier et al., 2006), bearing in mind these limitations on the quality of the hydrodynamic model outputs. This point will be discussed later on.

Fig. 7a shows the maximum size of grains potentially set in motion for every node of the models, independently of the

![Fig. 5. Tidal hydrodynamics at the S4 location: measurements and model results. (a) Tidal free surface level, (b) S–N tidal current (positive in the North direction), (c) E–W tidal current (positive in the West direction).](image-url)
sediment facies, assuming a bed roughness equal to the skin roughness for 0.2 mm sediments. The results show that the grains are mainly set in motion on the external part of the Pertuis, with grain sizes reaching 4 mm for a 30 m water depth and 10 mm along the western coasts of the islands. On the bays, the grain sizes set in motion are smaller, on the order of 0.5–3 mm. Fig. 7b shows that the sediment motion initiation, offshore, and along the western coast of the islands, is mainly due to waves, whereas, based on the model results, only the strong current area (the northern headland of Ré and Oléron islands, Pertuis Breton, Pertuis de Maumusson) are subject to significant sediment motion due to currents. Because most of these areas have little exposure to waves, only the current could have an effect on the initiation of sediment motion.

5.2. The mobility of the reference grain size

In order to estimate representative sediment mobility over the site area and the period studied, the relative durations of motion initiation of grains of 0.2 mm diameter are computed. According to Fig. 8a, these grains would be set in motion during 75% of the study period, across most of the area (the western coasts of islands). They would be more rarely set in motion (~50%) in the south-western part (40–50 m water depth) and less yet in the internal area of the Pertuis region (between the islands and the continent (<50%). This is consistent with the results obtained for the maximum grain size potentially set in motion (Fig. 7a). Fig. 8b shows that waves, which are dominant on the external part of the area, would be responsible for motion initiation during most of the duration of the study period. Currents (Fig. 8c), which have a dominant action in the internal area, would account for a sediment motion only half as much of the time.

These results indicate that: (1) over most of the study area, sediment $D_g=0.2\text{ mm}$ can be set in motion; (2) offshore of the islands, the sediment is set in motion 90% of the time-span of the campaign; (3) inside the bays, mobility is smaller, about 50% of the time; (4) at greater depth, in the south-west, sediment mobility occurs between 30% and 70% of the campaign duration. Thus, mobility in the studied area is quite pronounced for the selected representative grain size, at least for the study period, representative of a stormy autumnal climate.

5.3. Identifying thresholds

The results described above are ones integrated over the entire campaign period. In order to identify some thresholds in the hydrodynamic forcing (focusing on wave height, since it is the most sensitive parameter) above which the mobility increases rapidly, we integrate the results over space, rather than time. At any time, each spatially integrated value is calculated as the
average of all immersed grid nodes values. Fig. 9a shows the maximum grain size set in motion. Fig. 9b shows the duration percentage during which sands with a 0.2 mm diameter are set in motion. Figs. 9c and d show the corresponding forcing (free surface level at the La Rochelle harbour and significant wave height at the model offshore edge). Figs. 10a and b show a period (between 16 and 19 November) where maximum grain size decreases quite sharply and mobility duration as well. The mobility duration of 0.2 mm grains is less than 80% (Fig. 9b) as long as offshore wave height remains smaller than 2.5 m (Fig. 9d). The role of the free surface level is only that of a modulator. Thus, for all the study area, it could be assumed that mobility is quite weak for offshore wave heights of 2.5 m, but that it increases considerably above this threshold.

Fig. 9. (a) Maximum grain size potentially set in motion for ks=0.6 mm (average value for all immersed grid points). (b) Relative duration of motion initiation for 0.2 mm grains throughout the campaign the 5–27 November 2002 period (average value for all immersed grid points). (c) Observed free surface level at La Rochelle Harbor (SONEL data). (d) NWW3 significant wave height at the node (46° N; 3.75° W).
6. Sensitivity of the results

6.1. Hydrodynamic model quality sensitivity

As shown in Section 4, hydrodynamic models are not perfect in terms of agreement with the observations. Errors can amount to some 10–30%, depending on the chosen hydrodynamic parameter (significant wave height, peak period, free surface or current). Thus, in order to estimate the induced errors on the sediment mobility indicators (maximum grain size set in motion and mobility duration), computations are performed such that all the following parameters (significant wave height $H_s$, peak period $T_p$, $u$ and $v$ velocity components and free surface level $x_e$) are set at $-20\%$ and $+20\%$ compared to the hydrodynamic model outputs.

Figs. 10a and b show the distribution of maximum grain size set in motion during the study period, and the mobility duration for 0.2 mm grains corresponding to the different hydrodynamic conditions (e.g. hydrodynamic model results $+20\%$ and $-20\%$).

Fig. 10. Distribution of grid points among the (a, b) maximum grain size classes and (c, d) the mobility duration percentage classes for various hydrodynamic conditions ($+$ yields for hydrodynamic results $+20\%$ and $-$ yields for hydrodynamic results $-20\%$).
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6.1. Hydrodynamic model quality sensitivity

As shown in Section 4, hydrodynamic models are not perfect in terms of agreement with the observations. Errors can amount to some 10–30%, depending on the chosen hydrodynamic parameter (significant wave height, peak period, free surface or current). Thus, in order to estimate the induced errors on the sediment mobility indicators (maximum grain size set in motion and mobility duration), computations are performed such that all the following parameters (significant wave height $H_s$, peak period $T_p$, $u$ and $v$ velocity components and free surface level $x_e$) are set at $-20\%$ and $+20\%$ compared to the hydrodynamic model outputs.

Figs. 11a and b show the distribution of maximum grain size set in motion during the study period, and the mobility duration for 0.2 mm grains corresponding to the different hydrodynamic conditions (e.g. hydrodynamic model results $\pm 20\%$). This distribution corresponds to the count of grid nodes for different given ranges of value. The main modes range between 2 and 5 mm. Fig. 10b shows that the maximum grain size set in motion is mainly influenced by errors in the wave characteristics ($H_s$, $T_p$). Decreasing $H_s$ leads to a decrease in the mode of grain sizes of about 2–4 mm, while increasing $H_s$ produces a shift towards larger grain-size values. The influence of peak period is less pronounced. Errors in the current ($uv$) and free surface ($xe$) have a more minor influence on the results (Fig. 10a). Thus, whatever the errors in the hydrodynamic parameter are, the maximum grain sizes which could be set in motion over most of the study area range from about 2 to 5 mm.

As to the mobility duration for 0.2 mm grains (Figs. 11c and d), the same conclusion can be drawn: the results are quite sensitive to wave errors but less so to current model errors. An increase in significant wave height or peak period leads to an increased mobility duration. However, for all the hydrodynamic configurations, most of the modes range between 90% and 100% of the campaign duration. Thus, whatever the errors in the hydrodynamic parameter are, 0.2 mm grains would move during 90–100% of the study period throughout most of the area.

In summary, mobility results (duration and grain size) are more sensitive to wave characteristics errors than to current errors, but the modes remain almost the same for hydrodynamic
variations (errors) of ±20% for the present case. This is consistent with the results obtained in Section 5.1, where it is shown that waves play a dominant role in initiating sediment motion.

6.2. The influence of bed roughness on the mobility of the 0.2 mm reference grain size

A simple implementation of the equations giving the bed shear stress versus current, wave characteristics and bed roughness $k_s$ makes it possible to study the sensitivity of the results to the bed roughness value $k_s$. For instance, assuming a reference state of a water depth of 23 m, a current velocity of 1 m/s, an orbital velocity of 0.5 m/s, a peak period of 9 s, a significant wave height of 3 m and a bed roughness taking into account only the grain roughness related to the studied grain size, we obtain the variations of the bed shear stress versus the studied grain size (Fig. 11a). This shows that increasing the grain size $D_{gr}$ ($D_{gr}$ is the grain size at the bed, controlling the skin bed roughness), corresponding directly to an increase in bed roughness $k_s$, leads to an increase of the bed shear stress.

Therefore, the choice of bed roughness is essential to our sediment mobility analysis. The choice of $D_{gr}$ and the assumption of considering bed roughness or grain roughness are both critical issues. In order to estimate the sensitivity of results (for the study area) to the bed roughness hypothesis, we investigate the influence of various bed roughness values on the mobility of the reference grain size of 0.2 mm:

- **H1**: Uniform grain bed roughness values of 0.3, 3 and 30 mm (corresponding respectively to grain sizes $D_{gr}$ of 0.1, 1 and 10 mm).
- **H2**: Non-uniform grain bed roughness based on a sedimentological map over the whole area (Fig. 1b). A grain size was assigned for each sedimentological class.
- **H3**: Non-uniform ripple-induced bed roughness. These ripples are generated by the waves using ripple predictor based on wave and sediment characteristics (Nielsen, 1981). This ripple computation is done for every node, when the skin friction exceeds the threshold of sediment motion on non-cohesive bed. Thus the ripple occurrence is non-stationary. Fig. 12a depicts the mobility duration throughout the campaign. These
results are quite similar to those of the reference case, with a bed roughness related only to grains of 0.2 mm (Fig. 8a). It will be noted that, for instance for 5 November 2002 at 00:00, ripples would occur over most of the study area (Fig. 12b).

Fig. 13 depicts the histogram of the mobility duration for the five cases of $k_s$ (H1, H2 and H3). This histogram represents the count of grid nodes for given ranges of value. For all of these, most of the area (e.g. grid points) is subject to a mobility duration of 0.2 mm grains exceeding 90%. Mobility duration increases with the bed roughness (i.e., with increasing $D_{gr}$). For $k_s=0.3$ mm (i.e., $D_{gr}=0.1$ mm) and for the reference case $k_s=0.6$ mm (i.e., $D_{gr}=0.2$ mm), the mode (highest peak) is 90%, whereas for $k_s$ due to larger $D_{gr}$, for non-homogeneous $k_s$ and for the case of ripples on the seabed, it is 100%. Thus, the results concerning the mobility duration of 0.2 mm sands are sensitive to the choice of bed roughness parameter, but in all cases the modes are greater or equal to 90% of the campaign duration. Accordingly, whatever the bed roughness parameter, the model predicts mobility for 0.2 mm sands over 90–100% of the time, for most of the study area.

7. Discussion

7.1. Relevance of the sediment mobility indicators

The methodology is shown to produce consistent results, also taking into account errors due to wave characteristics, for instance. Furthermore, considering that the choice of bed roughness $k_s$ is a critical issue for the validity of results, a sensitivity analysis to different hypotheses has been necessary in order to ensure that results remain exploitable. In fact, the chosen methodology has proven to be efficient for obtaining sediment dynamics information and comparing relative wave and current contributions.

The results discussed in Sections 5 and 6 were based mainly on an indicator related to 0.2 mm reference grain-size mobility. We chose this value, physically representative of medium sand, in order to study sand mobility. However, having confirmed the validity of the methodology, it would be useful to ascertain whether the actual bed sediment could itself be set in motion. In order to get information on the potential of the seabed to be mobile, rather than typical 0.2 mm sand, we applied the same methodology to actual seabed grain sizes (Fig. 1b). Thus, the grain size considered for the mobility indicator ($D_g$) and grain roughness $k_s$ (associated to $D_{gr}$) are related to the seabed properties ($D_g=D_{gr}=$seabed grain size) and are no longer uniform. Fig. 14a shows the mobility duration percentage for every area. For reading convenience, mobility is divided into four classes ranging from no mobility to very high mobility. The results show that in most of the study area, mobility would exceed 75% of the study period, especially offshore of the two islands. We will note that the general mobility scheme is quite similar to the results obtained for grain size $D_g=0.2$ mm.

In the present study, information was available regarding the sedimentological conditions. However, in many areas, such is not the case. Thus, in order to estimate the sensitivity of results (for the study area) to knowledge of the bed sediment, we examine...
uniform grain sizes of 0.1, 1 and 10 mm. Fig. 14b shows the distribution of the mobility duration for the three values of $D_g$ (with $D_{gr}=D_g$) and illustrates the sensitivity of the results to the choice of grain size. It shows that the larger the grain size is, the smaller the mobility percentage. The mode for the case of $D_g=10$ mm is equal to 0, whereas it equals 90% for the cases $D_g=1$ mm, $D_g=0.1$ mm and the reference case, $D_g=0.2$ mm. Thus, as long as the chosen grain size falls within the diameter range corresponding to sand, the results remain quite similar. For much larger grains ($D_g=10$ mm), results are substantially different. In view of the sedimentological data (Fig. 1b), this result is quite logical. Indeed, Fig. 1b shows that, over the domain concerned by the computations (the whole area except the cohesive sediment part), most of the area consists of sand.

Beyond this simple observation, we can demonstrate that the computations are not very sensitive to the choice of grain size provided, as long as this size falls within some qualitative range. Indeed, the simple use of Eqs. (1)–(6) giving the bed shear stress as a function of current, wave characteristics and grain bed roughness also makes it possible to study the sensitivity of the results to the assumed bed sediment's grain size. Qualitatively, on the one hand, the larger the grain size and the grain roughness are, the larger the bed shear stress becomes (Section 6.2); but on the other hand, the larger this grain size is, the harder it is to set in motion. The issue of this sensitivity study lies in identifying when bed shear stress increase no longer compensates for sediment motion capacity decrease. Fig. 11b shows that above a given critical grain size ($D_{grc}$), the mobile grain size $D_g$ will be smaller than the bed grain size used for grain roughness ($D_{gr}$). This critical grain size depends directly on hydrodynamic conditions. For the chosen case ($H=23$ m, $U=1$ m/s, $u_b=0.5$ m/s, $T_p=9$ s, $H_s=3$ m), typical of the offshore area of the Pertuis Charentais region, this critical grain size is 4 mm, meaning that only grain sizes smaller than 4 mm are set in motion. Thus, for hydrodynamic conditions like these, the results expressed in terms of mobility duration are not very sensitive to grain size if the grains are significantly smaller or larger than 4 mm, whereas it must be more sensitive for areas having grain sizes in that order of magnitude. This means that in specific areas with sand or gravel sediment and subject to this type of hydrodynamic forcing, a qualitative knowledge of large-grain and sand-assimilated grain areas suffice to obtain a useful indicator of seabed mobility.

### 7.2. Perspectives for sediment cover analysis

In the literature, similar approaches, based on hydrodynamic data, have been set up, but with a different final purpose: whereas the present study intends to extract sediment mobility indicators, the other studies focus on the analysis of the existing sediment cover. For instance, in wave-dominated coastal environments, George and Hill (2008) used the idea of “inversing” hydrodynamic knowledge into sediment cover knowledge in order to identify water depth associated to sand-mud transition areas. Moreover, Dufois et al. (2008) compared bed shear stress calculation to existing sediment distribution in the Gulf of Lions shelf. Thus, it is worthwhile to discuss the relevance of the present study for such application, in the light of the differences between the objectives pursued. De facto, two main types of further investigation are identified for the use of the present method in any “sediment cover” type purpose: (1) overcome limits associated to the present case study’s application constraints; (2) need for other types of indicators or expertise before interpretation.

First, the case study presented here is limited by different process or numerical constraints. Indeed, the case study is based on a short period (one month), which is not representative of the hydrodynamic climate of the area. A complete climate analysis is thus needed in order to have an overview of sediment mobility statistics. Further more, the physical hypotheses used in the present study imply spatial limitations for the results validity: very shallow water areas (no wave breaking) and mudflats areas (non-cohesive sediment processes) are excluded from any interpretation.

Second, the indicators presented in this study are relevant for an understanding of sediment mobility; however they are not all completely sufficient for a sediment distribution analysis. Indeed, only offshore hydrodynamic forcing is considered here, without any acknowledgement of geomorphologic constraints, river sediment discharge, anthropic action, etc. Therefore, an interpretation of an hypothetic “bed shear stress atlas” would be constraint by an expert based analysis of the area’s specific conditions, as it is proposed, for example, qualitatively, in Dufois et al. (2008). Finally, indicators used in the present study are relevant for sediment mobility analysis. It does not mean that they are all relevant for sediment cover analysis. For instance, the maximal grain size set in motion would not be useful for sediment cover analysis. Indeed, in areas where tides imply very shallow water for a rather short time (while it is being recovered or discovered by the tide), quite high grain sizes can be set in motion, whereas the mobility time remains very low (e.g. North-East of Oléron Island). Mobility time indicators are relevant, but could be interestingly completed by information on residual sediment fluxes.

Thus, even if the present study is relevant for sediment mobility investigations it would need further development for the interpretation of sediment cover: include more processes (cohesive sediment, residual sediment fluxes), study a longer period, interpret results knowing qualitative constraints (e.g. sediment sources, geomorphology). This would increase the relevance of the present study for sediment cover interpretation, but it would also increase the number of uncertainty sources.

### 8. Conclusions

The present study is based on modelling, under certain assumptions (uniform seabed, wave-current interaction not taken into account) and focuses on the initiation of sediment motion in a macro-tidal environment. It demonstrates the importance of waves in the dynamics of an internal continental shelf like the Pertuis Charentais area. Using validated wave and current models applied to the month of November 2002, we show that, during this period, grains with sizes of up to 10 mm could be set in motion, and that 0.2 mm grains on the western coast of the islands would be transported during 90% of the period. West of the islands, wave action appears to be dominant in the initiation of sediment motion, whereas east of them current action seems to dominate. Thus, there is still sediment mobility, at least an initiation of sediment motion, in quite deep areas with water depths up to 60 m. This figure is much larger than what is sometimes assumed in practice.

The proposed methodology for basic sediment dynamics studies represents an effective means for comparing the relative influence of waves and currents on sedimentological processes. Besides, it is helpful to get information on surficial sediment mobility on the seabed, bearing in mind in particular that results continue to be exploitable even if we assume that hydrodynamic conditions may include errors of ± 20%. This study demonstrates that the simple use of the maximum grain size set in motion can provide useful information through different indicators directly related to it. Furthermore, this methodology still remains relevant...
even for cases where only a qualitative sedimentological knowledge is available.
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