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Abstract:
Earthquake shaking applies complex loading to a structure. It cannot be completely characterized by a single parameter, e.g. peak ground acceleration. However, fragility curves are generally developed using a single parameter to relate the level of shaking to the expected structural damage. The main goal of this work is to use several parameters to characterize the earthquake ground motion and relate these to the expected damage. The fragility curves will, therefore, become surfaces when the ground motion is represented by two parameters. To this end, the roles of various strong-motion parameters on the induced damage in the structure are compared through nonlinear time-history numerical calculations. A robust structural model that can be used to perform numerous nonlinear dynamic calculations, with an acceptable cost, is adopted. The developed model is based on the use of structural elements with concentrated nonlinear damage mechanics and plasticity-type behavior. The relations between numerous ground-motion parameters, characterizing different aspects of the shaking, and the computed damage are analyzed and discussed. Natural and synthetic accelerograms were chosen/computed based on a consideration of the magnitude-distance ranges of design earthquakes. A complete methodology for building fragility surfaces based on damage calculation through nonlinear numerical analysis of multi-degree-of-freedom (MDF) systems is proposed. The fragility surfaces are built to represent the probability that a given damage level is reached (or exceeded) for any given level of ground motion characterized by the two chosen parameters. The results show that an increase from one to two ground-motion parameters leads to a significant reduction in the scatter in the fragility analysis and allows the uncertainties related to the effect of the second ground-motion parameter to be accounted for within risk assessments.
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1. Introduction

Accurate earthquake risk evaluation requires a correct estimation of the seismic hazard and a good evaluation of the seismic vulnerability of structures through an appropriate earthquake damage model. The induced aggression (e.g. caused by an earthquake) should be expressed in terms of a number of accessible and pertinent parameters for use in vulnerability analysis.

Extensive studies in the United States (e.g. HAZUS [1]) and in Europe (e.g. RISK-UE [2; 3]) have produced efficient approaches for vulnerability assessment. Such procedures consist of finding the expected damage level induced in each kind of element at risk for a given hazard level. Depending on the size of the area considered and the importance of the element at risk the method may be: statistical (semi-empirical vulnerability functions), based on simplified structural models or methods of analysis/assessment, or through direct time-history nonlinear computations.

Existing vulnerability assessment methods can be classified into these four groups [4]: empirical, judgmental, analytical and hybrid. The damage data used within these methods are, respectively: observed post-seismic surveys, expert judgment, analytical simulations or combinations of these. Each data source has associated advantages and disadvantages. A critical review of existing vulnerability functions can be found in Rossetto and Elnashai [4].

Analytical vulnerability curves adopt damage distributions simulated from the analysis of structural models under increasing earthquake loads (e.g. [5; 6]). A variety of analysis procedures have been followed, ranging from the elastic analysis of equivalent single-degree-of-freedom systems [7], adaptive pushover analysis of multistory models [6] to nonlinear time-history analyses of 3D models of RC structures [8]. The choices made for the analysis method, structural idealization, seismic hazard characterization and damage models strongly influence the derived curves and have been seen to cause significant discrepancies in seismic risk assessments made by different groups for the same location, structure type and seismicity [9].

The classical procedures are based on the study of simplified substitute structures that are not capable of accounting for the load redistribution inside structures due to local nonlinearities. The objective of damage assessment is to evaluate expected losses based on sufficiently detailed analysis and evaluation of the vulnerability characteristics at a given level of earthquake ground motions. The conditional probability that a particular building will reach a certain damage state should be determined using a fragility model. Note that in this article we reserve the use of the expression ‘fragility’ for this specific purpose whereas ‘vulnerability’ is used in a more general sense and when only the average damage level given a ground-motion level without any notion of probability.

A single ground-motion parameter (e.g. peak ground acceleration, PGA, or macroseismic intensity) cannot accurately characterize the loading applied to a given structure from an earthquake. However, in current vulnerability assessment methods earthquake hazard is often characterized by a single parameter, such as PGA or spectral displacement, SD, at the natural period of the structure, which is perhaps modified by a factor to account for earthquake duration such as in the HAZUS methodology [1]. Fragility curves are then developed by using this single parameter to relate the level of shaking to the expected damage.
This standard method to develop fragility curves neglects the variability in the estimated 
damage caused by the use of a single ground-motion parameter. Current fragility curves often 
neglect this scatter, which means that this uncertainty cannot properly be propagated to 
subsequent parts of the risk analysis nor can the importance of this variability be assessed.

Recently, some efforts have been made to introduce the effect of several ground-motion 
parameters on the structural damage (e.g. [10; 11; 12]). Kafali and Grigoriu [11] used an 
alternative intensity measure expressed by two parameters: earthquake magnitude and source-
to-site distance. On this basis, they proposed fragility surfaces for single degree-of-freedom 
systems using simple synthetic ground motions. A vector-valued ground-motion intensity 
measure (IM) consisting of pseudo-spectral acceleration and some additional parameters 
related to shape of the response spectrum has also been investigated (e.g. [10]). Rajeev and 
co-workers used spectral acceleration at two different periods as the IMs [12]: the spectral 
acceleration (SA) at the first-mode structural period $T_1$ is the first component of the IM vector 
and the second period is selected to increase the efficiency of the IM (i.e. to minimize the 
dispersion). With reference to an example RC-frame structure, the accuracy of prediction of 
the seismic risk using the considered vector IM vs. a conventional scalar IM is presented. 
They showed that an effective choice of the second period $T_2$ leads to an estimate of the 
seismic risk to that obtained employing a scalar IM consisting of $SA(T1)$ only, while reducing 
the associated dispersion in the estimate. However, for the studied example structure, the 
reduction is negligible in light of the effort required for switching from a scalar to a vector IM.

Although previous researchers have shown that using more than one strong-motion intensity 
parameter can lead to a better prediction of damage, very few have gone the extra step to 
develop fragility functions for various damage states explicitly involving more than one 
parameter and those studies that have are limited due to their use of simplistic structural 
models (e.g. single-degree-of-freedom systems), ground motions (e.g. stochastic time-
histories) and/or damage levels (e.g. collapse or non-collapse). The main goal of the present 
article is to improve the representation of the strong ground motion by introducing the 
fragility surface concept in risk assessments for current reinforced concrete structures through 
nonlinear time-history analysis of MDF systems. In this approach, the shaking is 
characterized by two IMs. The selected IMs should be poorly correlated for efficient 
characterization of the shaking. On the contrary, the structural damage must be correlated to 
the selected parameters.

To this end, the damage level of a typical reinforced concrete structure is evaluated by the use 
of nonlinear numerical calculations. By considering the parts of the structure that would suffer 
significant damage during strong ground motions (plastic hinges), an adequate 3D nonlinear 
robust-yet-simplified finite element model is created to allow numerous computations. The 
maximum inter-story drift ratio is used to define the damage level of the studied structure. 
The relationships between various IMs and the computed damage are compared. Such a study 
can help find a small number of ground-motion parameters that lead to, when used together to 
characterize the shaking, the smallest scatter in the estimated damage. Fragility surfaces are 
then proposed for the studied structure. Note, however, that we do not propose these surfaces 
for use in practice since some geometrical simplifications were made to facilitate numerical 
calculations. In addition, only the scatter in the estimated damage level due to ground-motion 
variability is investigated and we assume that there is no variation in the material or geometric 
properties of our structure nor is there any uncertainty in the estimation of the damage level 
that the structure will sustain given a measure of the structural response (in our case 
maximum inter-storey drift). These limitations of our study would need to be considered.
when developing fragility functions to be used in practice for a set of structures. The main aim of this study is to show the advantage of using fragility surfaces developed by time-history calculations rather than curves and to suggest a methodology for their development.

2. Models and analysis

This section discusses the structural and material models used and the analysis conducted.

2.1. Structural model

The main goal of vulnerability assessment methods is to estimate the seismic response of existing buildings. For this purpose we define the structural model based on an existing building constructed in the 1970s. This is an eight-storey regular frame reinforced concrete (RC) structure as shown in Figure 1. The structural system of the building mainly consists of parallel shear walls in the Y direction, and RC beam-columns frame in the X direction.

The main purpose of the structural model developed for this study was not to account in detail for all mechanisms of degradation that the structure could suffer during severe ground motions but rather to develop a realistic model to be able to conduct many nonlinear calculations to demonstrate the fragility surface concept. Therefore, the modeled structure was simplified based on several considerations: the induced damage is assumed to be concentrated at the extremities of beams and columns. The failure mode is of a plastic-hinge type; shear failure may not occur. The used model does not account for phenomena such as concrete crushing or steel rebar buckling. Once the concept of fragility surfaces is demonstrated and methods for their construction are refined, our structural model may be enriched to account for degradation mechanisms such as: shear failure, rebar buckling, concrete cover spalling, axial force-moment interaction, cyclic fatigue and steel rebar debonding.

The structure is represented by a three-dimensional finite element mesh, using shells to represent slabs and walls, beams for beams and columns, and discrete rotational elements for beam/slab junctions. In the present study, slabs and shear walls are considered to remain elastic linear. As mentioned above, the only nonlinearity was represented by concentrated plastic hinges placed at the extremities of beams and columns. These were represented by discrete elements, and their characteristics were derived from the design detailing (concrete and longitudinal rebars). These elements may be used to provide rigid links, linear elastic stiffness and nonlinear connections between two nodes in any of the six degrees of freedom. In our case, only the flexural bending rotations were allowed to behave nonlinearly. The other degrees of freedom were set as rigid links. Details on the material model for this element are provided in the next section.

The building is anchored at its base, without considering any flexibility from the soil. Permanent loads were taken into account. Finally, Rayleigh damping is included in the calculation algorithm to assure a certain level of energy dissipation. The damping ratios were set at 5% for the first two eigenfrequencies; this produces stronger damping for higher frequencies of vibration of the model.

The earthquake is applied to the structure in the X direction as an acceleration time-history. Only one horizontal component was used for each analysis. Calculations were carried out with Code_Aster® [13] finite element program, using the Newton-Raphson implicit algorithm.
2.2. Nonlinear material model
Observations made of buildings that have suffered damage during past earthquakes show that well designed frame structures exhibit nonlinearities mainly through the creation of plastic hinges at the ends of beams and columns (see Figure 2). Assuming that the building chosen for the purpose of this study would behave similarly, and seeking an efficient model (see Section 2.1), discrete finite elements were placed at the ends of all beams and columns to allow the creation of plastic hinges.

The main features of the material model used to describe the behavior of these plastic hinges are: maximum moment capacity, isotropic strain hardening and inelastic rotation (energy dissipation).
The formulation of the model is given below:

Yield function \( f = |M| - M_p \).

If \( f < 0 \) the behavior remains elastic: \( \dot{M} = K_e \dot{\theta} \).

Otherwise the evolution follows the following conditions:

\[
\begin{align*}
\dot{f} &= 0 \quad \text{and} \quad \dot{\theta} = 0, \quad \text{with} \quad \dot{\theta} = \lambda \frac{\partial F}{\partial M} \\
\end{align*}
\]

where \( K_e \) denotes elastic stiffness, \( F_e \) yield stress, \( M_p \) yield moment, \( M_u \) ultimate moment capacity, \( n \) is a constant and:

\[
M_p(\theta_{cp}) = \frac{K_e \theta_{cp}}{1 + \left( \frac{K_u \theta_{cp}}{M_u} \right)^n} \tag{3}
\]

where \( k_e \) denotes the yield stiffness, \( \theta_{cp} \) is the cumulated plastic rotation and \( M_u \) the ultimate yield moment.

The behavior of the model for a cyclic loading is shown in Figure 3.

\[\text{Figure 3 - Nonlinear behavior of the discrete models used to represent the formation of plastic hinges}\]

To identify the parameters of this model, the reinforcement detailing of the cross section of each column is introduced in a RC design software package to compute the global moment-rotation evolution of the element, based on the material parameters of the concrete and steel rebars.
3. Selection of input time-histories

As shown by Douglas [14] input time-histories for structural analyses are often selected without considering the seismic hazard of the region of interest. In addition, it has been common to employ a small set of ‘standard’ time-histories (e.g. El Centro 1940) when conducting analyses even though this will underestimate the variation in possible structural response and, in addition, some of these ‘standard’ strong-motion records will not be appropriate for all sites due to, for example, the magnitude of the earthquake being larger than is possible in the study region [14]. For the study summarized in this article we have paid attention to the selection of time-histories that are appropriate for the seismic hazard of the region of interest and also provide an appropriate range of motions so that the possible variation in structural response is not underestimated – more details are given in [15].

To better understand the behavior of the modeled structure under earthquake loading and to investigate which characteristics (e.g. amplitude, duration or frequency content) of the ground motions are most important five sets of eight accelerograms were selected based on ideas from the theory of Design of Experiments. The procedure followed is summarized in Douglas [14] and the results obtained using these accelerograms are presented in Seyedi et al. [16]. These analyses showed that the effect of the duration of strong shaking (characterized by the interval between 5 and 95% of total Arias intensity) does not have a significant impact on the damage sustained by the studied structure. To explain this observation the following simplifications in the structural model should be noted. With respect to local structural behavior the nonlinear constitutive model does not exhibit any fatigue under reverse loading. Therefore, discrete lumped damage elements placed at the extremities of beams and columns would provide a steady capacity under constant loading. However, from a global structural point of view the evolution of damage is more or less progressive with the duration of earthquake shaking, which then induces varying patterns of load evolution at different parts of the structure. This may be interpreted as fatigue behavior, depending on the degree of regularity of the structure, possibilities of load distribution and the intensity of the ground motion (sudden appearance of damage or their smooth progression). In addition, the analysis showed that response spectral displacements at periods close to the natural period of the modeled structure are strongly correlated to the damage level. These preliminary findings were used as a basis for the more comprehensive analysis summarized here.

3.1. Selection based on seismic hazard of the French Antilles

In this article it is assumed that the analyzed structure is located in the French Antilles (Guadeloupe and Martinique), which is a region affected by both crustal and subduction (interface: shallow-dipping thrust events and intraslab: deep, generally normal-faulting, events) earthquakes. Therefore, a set of strong-motion records were compiled that is consistent with the seismicity of this region.

A magnitude-distance-earthquake-type filter is applied to a large database of strong-motion records from various regions of the world (mainly the Mediterranean region, the Middle East, western North America, central America, Japan and Taiwan) to exclude records from magnitudes and distances that are not possible for the French Antilles. This selection has been made by considering the seismogenic sources in the region in terms of their location and the magnitude range of the earthquake they produce. Also records from small earthquakes and great distances were excluded since such weak motions will not lead to significant damage for the structure analyzed here. For this study, the seismogenic sources for the region of the French Antilles proposed by Geoter [17] were used to select the records. Based on this study these selection criteria were adopted:
Crustal earthquakes: $5.5 \leq M_w \leq 7.5$, $0 \leq R_{JB} \leq 30\text{km}$ and $0 \leq h \leq 30\text{km}$
Interface earthquakes: $5.5 \leq M_w \leq 8.0$, $0 \leq R_{JB} \leq 50\text{km}$ and $0 \leq h \leq 50\text{km}$
Intraslab earthquakes: $5.5 \leq M_w \leq 7.5$, $0 \leq R_{JB} \leq 50\text{km}$ and $50 \leq h \leq 150\text{km}$

where $M_w$ is the moment magnitude, $R_{JB}$ is the distance to the surface projection of the rupture (Joyner-Boore distance) and $h$ is the focal depth.

3.2. Further selection to limit number of records required
The first step leads to a preliminary selection of many hundreds of strong-motion records. Due to the long run times of the finite element modeling of the structural response it was necessary to optimize the number of accelerograms selected. On the other hand a minimum number of accelerograms covering the range of ground motions that could be experienced in the region of interest must be selected. From the pre-selected dataset (Section 3.1), we retain only those natural accelerograms with ground-motion characteristics that cover useful ranges of possible motions (i.e. we discard the accelerograms that have the same characteristics as previously selected records). In a later stage we introduce some synthetic accelerograms to complete this dataset for poorly sampled ground-motion ranges.

To select a limited set of records that still cover the range of possible ground motions two strong-motion intensity parameters that are poorly correlated were chosen and then records are selected from intervals defined by ranges of these parameters. The two parameters selected are: elastic response spectral displacement at 1s for 5% damping, $SD(1\text{s})$, and relative significant duration (defined by the interval between 5 and 95% of total Arias intensity), $RSD$. The ranges of observed $SD(1\text{s})$ and $RSD$ were divided into 20 logarithmical spaced intervals (i.e. $20 \times 20 = 400$ bins in total) and one record was randomly selected from each bin. The aim of this selection is to choose the minimum number of records that covers the range of possible ground motions. Due to a non-uniform distribution with respect to $SD(1\text{s})$ and $RSD$ records were only found in 129 out of the 400 bins: few strong-motion records were found that had both long durations and high $SD(1\text{s})$ values. In addition to these 129 records analyses had already been run using the 40 records selected during the preliminary analyses discussed above. Therefore, in total 169 natural accelerograms were used as input to the structural modeling to construct the fragility surfaces.

3.3. Use of simulated strong-motion records
Since the whole range of possible motions is not covered by the selected natural accelerograms it was decided to augment the input time-history dataset with records simulated using the non-stationary stochastic method of Pousse et al. [18], which is an extension of the procedure of Sabetta & Pugliese [19]. In the technique of Pousse et al. empirical ground-motion prediction equations (GMPEs) for a handful of characteristics of shaking (peak ground acceleration, duration, Arias intensity and central frequency) are used to shape and scale a Fourier spectrum defined from a seismological-based source model and an envelope function consistent with seismological considerations (e.g. P and S phase arrival times). This envelope and the estimated Fourier spectrum are then used to shape white noise in the frequency and time domains to produce realistic strong-motion records. Advantages of this method are [20]: its rapidity (hundreds of records can be generated in a few minutes); its simplicity (since it does not require complex source, path and site modeling); and that the time-histories produced include ground-motion variability (an important consideration when conducting structural modeling).
The computer code of Pousse et al. was used to simulate time-histories with $M_w$ between 4.5 and 7.5 in steps of 0.5, epicentral distances between 10 and 100km in steps of 10km and for all five site classes of Eurocode 8. The GMPEs developed by Pousse et al. were used and their distributions were truncated at three standard deviations in order not to simulate non-physical ground motions. Since the GMPEs of Pousse et al. were developed from K-Net data from Japan, like the French Antilles an area close to subduction zones, these equations are suitable for ground-motion simulations in our study.

We confirmed that the ground motions simulated using the technique of Pousse et al. led to damage levels consistent with those found using natural accelerograms (Figure 4). In total, 571 synthetic accelerograms were used in addition to the 169 natural records previously selected. An advantage of using these simulated ground motions over the natural accelerograms is that the structural modeling was faster due to the generally shorter length of the records.

4. Selection of strong-motion parameters

The goal of this section is to find a small number of ground-motion parameters that lead to, when used together to characterize the shaking, the smallest scatter in the estimated damage, computed using the structural model presented in Section 2. Orthogonal parameters are sought that characterize different aspects of the shaking, e.g. the amplitude, frequency content and duration, so that the fewest number of parameters is needed. A balance needs to be struck between introducing more parameters, thereby leading to a reduction in the scatter in the fragility curve, and the uncertainty in the estimation of these parameters for given earthquake scenarios.

Problems associated with the choice of parameters for ground-motion and damage characterization can be identified in almost all existing vulnerability relationships [4]. The parameter chosen to represent ground motion in the construction of vulnerability curves must be both representative of the damage potential of earthquakes and easily quantifiable from knowledge of the earthquake characteristics. Many existing vulnerability assessment methods use macroseismic intensities to characterize the seismic aggression (e.g. ATC-13 [21], RISK-UE [2; 3] and [22; 23]) but intensity is a subjective and discrete scale and, in addition, it cannot be accurately predicted using GMPEs. In this study, we selected several strong-motion intensity parameters that can be well estimated through GMPEs and that are likely to have a strong influence on the building response.

As noted in Section 3, the plastic hinge model used in this study does not take into account any phenomena like fatigue that depend on the number of cycles. Hence, we do not examine the damage level with indicators such as the Park & Ang index [24], which relies on hysteretic energy and accumulated plasticity. Therefore, it is more suitable to evaluate the damage level by measuring the peak displacements of the structural elements during the simulation. The inter-storey drift ratio (ISDR), i.e. the relative peak displacement between two consecutive floors, is a widely-used indicator to measure the behavior of the structure. We evaluate the ISDR at each storey and retain the highest value to give an overall idea of the building damage level. The 740 selected accelerograms discussed in Section 3 were used to run the nonlinear structural analysis. Table 1 presents the linear best-fit equations connecting the inter-storey drift ratio and the IMs. The choice of the periods at which the spectral displacements were examined was guided by eigenvalue analysis of the modeled building. The two main eigenperiods along the X direction (the direction where the seismic input is
applied) were found to be 1.26 and 0.41s and, hence, SDs at these two periods were considered as IMs.

**Table 1 - Correlation between various IMs (x) and the building inter-storey drift ratio (ISDR). The equation reported is derived through linear regression.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Equation (ISDR=mx+c)</th>
<th>Correlation coefficient R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD(1.26s)</td>
<td>Spectral displacement at the period of the first mode</td>
<td>5.6025 x – 0.025</td>
<td>0.837</td>
</tr>
<tr>
<td>SD(0.41s)</td>
<td>Spectral displacement at the period of the second mode</td>
<td>20.99 x – 0.0084</td>
<td>0.650</td>
</tr>
<tr>
<td>PGA</td>
<td>Peak ground acceleration</td>
<td>0.1239 x + 0.0213</td>
<td>0.578</td>
</tr>
<tr>
<td>AI</td>
<td>Arias intensity</td>
<td>0.1506 x + 0.1479</td>
<td>0.565</td>
</tr>
<tr>
<td>AUD</td>
<td>Absolute uniform duration (based on a threshold on 0.03g)</td>
<td>0.0834 x + 0.0454</td>
<td>0.532</td>
</tr>
<tr>
<td>RSD</td>
<td>Relative significant duration (based on the interval between 5 and 95% Arias intensity)</td>
<td>-0.0025 x + 0.3045</td>
<td>0.305</td>
</tr>
<tr>
<td>RUD</td>
<td>Uniform relative duration (based on a threshold of 10% PGA)</td>
<td>-0.0027 x + 0.2972</td>
<td>0.003</td>
</tr>
<tr>
<td>NC</td>
<td>Equivalent number of effective cycles (Rainflow method)</td>
<td>0.0191 x + 17.784</td>
<td>0.000</td>
</tr>
</tbody>
</table>

As shown in Table 1, the parameters that are related to the relative duration of the signal or the number of cycles do not have any influence on the building response. This is unsurprising since the plastic hinge model does not take phenomena such as fatigue into account. On the other hand, spectral displacements at the natural structural periods are strongly correlated with the ISDR (Figure 4).

**Figure 4 - Linear regression between the spectral displacements at the first two natural structural periods and the inter-storey drift ratio. Black squares (and solid lines) refer to natural accelerograms whereas gray triangles (and dashed lines) are from synthetic records.**

5. **Fragility surfaces**

This section presents the fragility surfaces developed for the prediction of the damage level.
5.1. Choice of parameters

The previous parametric study led to the choice of the SDs at the periods of the first and second modes as useful variables for constructing the fragility surfaces (see Table 1). Many input time-histories are required to construct reliable fragility surfaces. Considering a graph with the two selected strong-motion IMs on the two axes, the chosen time-histories should cover in a homogeneous manner the dataspace of possible motions. This is not really true for the two selected parameters (Figure 5). Nevertheless these two parameters are sufficiently uncorrelated (correlation coefficient of 0.83) to be used to build a fragility surface, e.g. for a SD(1.26s) of 0.01m Figure 5 shows that SD(0.41s) can range between roughly $6 \times 10^{-4}$m and 0.02m. Only some extreme situations (i.e. low SD(1.26s) and very high SD(0.41s) and vice versa) are not represented; these situations are not, in fact, realistic for earthquake shaking.

One potential drawback in using SD($T_2$) as an IM for the construction of fragility surfaces is that the period of the second mode ($T_2$) is not commonly measured (or calculated) or reported for most RC buildings. Therefore, it could be difficult to construct or select appropriate fragility surfaces requiring an estimate of $T_2$ for a population of buildings, which in general will have unknown $T_2$s. However, since $T_2$ can be easily computed by eigenvalue analysis from numerical structural models (or measured in the field using ambient- or forced-vibration measurements) it should be possible to develop guidance on the expected range of $T_2$ for typical RC buildings, which could be used if and when fragility functions are developed using IMs based on $T_2$.

![Figure 5 - Distribution of selected time-histories in SD(0.41s)- SD(1.26s) space. The crosses (and the gray triangles) represent the synthetic (and the natural) accelerograms respectively. The stars denote the nodes of the grid (i.e. the points in the neighborhood of which the damage probability is evaluated).]
5.2. Damage analysis

Based on thousands of observations Rossetto and Elnashai [4] developed empirical functions that correlate the ISDR and the damage level for different types of European RC buildings. Depending on the type of RC structure, relations convert the ISDR into a homogenized reinforced concrete damage index (DI\textsubscript{HRC}), which can then be linked to the EMS-98 [25] damage scale. Table 2 represents the relationships proposed by Rossetto and Elnashai [4]. The correlation between DI\textsubscript{HRC} and EMS-98 damage level is shown in Table 3 [4]. Given the model of the studied structure we use the relation for non-ductile moment-resisting frames to estimate the damage level of the structure based on the ISDR.

<table>
<thead>
<tr>
<th>Structural system</th>
<th>Proposed relationship</th>
<th>R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-ductile moment-resisting frames</td>
<td>$\text{DI}_{HRC} = 34.89 \ln(\text{ISDR}) + 39.39$</td>
<td>0.991</td>
</tr>
<tr>
<td>In-filled frames</td>
<td>$\text{DI}_{HRC} = 22.49 \ln(\text{ISDR}) + 66.88$</td>
<td>0.822</td>
</tr>
<tr>
<td>Shear-wall systems</td>
<td>$\text{DI}_{HRC} = 39.31 \ln(\text{ISDR}) + 52.98$</td>
<td>0.985</td>
</tr>
<tr>
<td>General structures</td>
<td>$\text{DI}_{HRC} = 27.89 \ln(\text{ISDR}) + 56.36$</td>
<td>0.760</td>
</tr>
</tbody>
</table>

Table 3 - Correlation between the damage index DI and the EMS 98 damage level [4]

<table>
<thead>
<tr>
<th>DI\textsubscript{HRC} value</th>
<th>EMS 98 damage level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{DI} &lt; 0$</td>
<td>D0</td>
</tr>
<tr>
<td>$0 &lt; \text{DI} &lt; 30$</td>
<td>D1</td>
</tr>
<tr>
<td>$30 &lt; \text{DI} &lt; 50$</td>
<td>D2</td>
</tr>
<tr>
<td>$50 &lt; \text{DI} &lt; 70$</td>
<td>D3</td>
</tr>
<tr>
<td>$70 &lt; \text{DI} &lt; 100$</td>
<td>D4</td>
</tr>
<tr>
<td>$\text{DI} &gt; 100$</td>
<td>D5</td>
</tr>
</tbody>
</table>

5.3. Development of fragility surfaces

The following procedure has been developed to construct the fragility surfaces. For the two chosen strong-motion intensity parameters (here, SD($T_1$) and SD($T_2$), $T_1$ and $T_2$ being the first (1.26s) and second (0.41s) natural periods of the building) 25 couples (nodes) of coordinates ($x_i$, $y_i$) have been selected so as to cover the space defined by the parameters $x$ and $y$, where $x$ and $y$ are SD(0.41s) and SD(1.26s), respectively (see Figure 5).

For each of the 740 accelerograms used in the simulations, we seek the closest nodes ($x_i$, $y_i$) on the grid. To avoid bias due to differently-scaled parameters the distances between the recorded SDs and the nodes are first normalized. For each node, the probability of exceeding the damage level $D_k$ is evaluated using the following equation:

$$P(d > D_k(x_i, y_i)) = N(D_k, (x_i, y_i))/N_{tot}(x_i, y_i)$$  \hspace{1cm} (4)

where $N_{tot}(x_i, y_i)$ is the number of points which are closest to the node ($x_i$, $y_i$).

This approach should enable us to obtain 25 probability values for each damage level $D_k$ and then through linear interpolation we could obtain the fragility surfaces. However, as shown in Figure 5 not all the 25 nodes have sufficient points close enough to produce an accurate surface. Hence, it was decided to consider only nodes that are in the neighborhood of at least five points. Applying this constraint we only obtain a dozen acceptable probabilities, which is
not enough to draw a smooth surface through simple interpolation. Therefore we chose to apply the following approach:

- a linear interpolation is performed between the dozen nodes;
- “slices” [by considering SD(0.41s) as constant] are extracted from the surface, for many values of SD(0.41s);
- “slices” are extracted along the other axis [i.e. SD(1.26s)];
- a regression is performed, to find \( a, b, c \) and \( d \), for each slice, using equation 5 (where \( \text{erf} \) is the error function). This equation is adapted from the shape of commonly used fragility curves, which usually correspond to a normal distribution cumulative function:

\[
y(x) = a \cdot \left[ 1 + \text{erf}\left(\frac{\ln(x) - \ln(b)}{c}\right) \right] + d
\]

- the analytical equations are plotted to obtain a smooth surface [each point of the surface is a mean between a curve along SD(0.41s) and a curve along SD(1.26s)].

Figure 6 shows the calculated fragility surfaces for four different damage levels: D1 to D4. Each surface represents the conditional probability of reaching or exceeding \( D_k \) damage state “k” for each given value of parameters SD(1.26s) and SD(0.41s).

Figure 6 - Fragility surfaces of the studied building for four damage levels (based on EMS 98). The parameters are spectral displacements at \( T_1 \) and \( T_2 \), the periods corresponding to the main eigenmodes of the building in the X direction.
These surfaces can be visualized as fragility curves by projecting the surfaces onto the SD(1.26s) or SD(0.41s) planes (Figure 7, Figure 8). These figures demonstrate the wide variation that can exist between fragility curves based on only one strong-motion intensity parameter.

Figure 7 - Fragility curves with spectral displacement at period $T_1$. The curves are plotted as “slices” of the fragility surface for different values of SD($T_1$). Note that the slices have been slightly smoothed and they are only plotted where they are sufficiently constrained by the analysis.

Figure 8 - Fragility curves with spectral displacement at period $T_2$. The curves are plotted as “slices” of the fragility surface for different values of SD($T_2$). Note that the slices have been slightly smoothed and they are only plotted where they are sufficiently constrained by the analysis.
Figure 7 and Figure 8 demonstrate the prominent role that could be played by fragility surfaces in risk analysis. Considering only one intensity measure parameter, e.g. SD(T1), we could build an average curve that does not incorporate the variability in ground motions as measured by another parameter, e.g. SD(T2). It can be seen (Figure 7) that there can be a discrepancy of up to 50% between two curves (probability of 30% for SD(T2)=0.015 m and 80% for SD(T2)=0.05 m for an SD(T1) of 0.05m).

The obtained fragility surfaces are compared with the conventional fragility curves considering only one intensity measure parameter on Figure 9 where the dotted lines represent the fragility curves. These curves were computed using the method developed by Shinozuka et al. [26], which expresses the fragility curve in the form of a two-parameter lognormal distribution function:

\[ F(x) = \Phi \left( \frac{\ln(x) - \ln(\alpha)}{\beta} \right) \]  

where \( x \) represents the studied parameter (in this case SD(T1) or SD(T2)), and \( \Phi \) the standardized normal distribution function. The two parameters \( \alpha \) and \( \beta \) represent the median and the lognormal standard deviation respectively and are computed so as to maximize the likelihood function [27], given by equation 7.

\[ M = \prod_{k=1}^{N} \left[ F(x_k) \right]^{y_k} \left[ 1 - F(x_k) \right]^{1-y_k} \]  

where \( N \) is the total number of simulations, \( x_k \) the SD (either at T1 or T2) of the k-th accelerogram, and \( y_k \) is equal to 1 or 0, whether the structure has reached the given damage state or not (realization from a Bernoulli experiment). Table 4 gives the values of the parameters \( \alpha \) and \( \beta \) for each dotted curve on Figure 9.

<table>
<thead>
<tr>
<th>Table 4 – Parameters of the equation for each fragility curve</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SD(1.26s) (Figure 7)</strong></td>
<td>0.0721</td>
<td>0.2753</td>
</tr>
<tr>
<td><strong>SD(0.41s) (Figure 8)</strong></td>
<td>0.0190</td>
<td>0.4014</td>
</tr>
</tbody>
</table>
On Figure 9 the solid line corresponds to a diagonal cut of the calculated fragility surface. This cut was made along a linear equation connecting SD(T1) and SD(T2) derived from Figure 5, i.e. it accounts for the observed correlation between SD(T1) and SD(T2). The comparison shows that a fragility curve constructed by a standard method and considering only one parameter at a time gives results close to those obtained from a fragility surface when two parameters are well correlated (along a diagonal cut, SD(T1) and SD(T2) vary in the same manner). For other combinations of SD(T1) and SD(T2), e.g. a relatively high SD(T1) and a relatively low SD(T2) (which may occur at a soft soil site that amplifies long-period motions), a standard fragility curve can not represent the effect of the second parameter on the seismic behavior of the structure. The main advantage of fragility surfaces is that the variability of structural fragility due to a second IM can be estimated in contrast to when fragility curves are used. This enables us to correctly propagate the uncertainties due to this variability in risk assessments. Thanks to the fragility surfaces, it should be possible to conduct more accurate risk analyses, which we plan to test in a future study.

6. Conclusions

The current methods used to model the seismic vulnerability of structures (i.e. through fragility curves) often represent the ground motion by a single parameter (e.g. PGA). However, a single parameter cannot fully represent the effect of an earthquake on the seismic response of the structure. It is expected that an increase from one to two ground-motion parameters would lead to a significant reduction in the scatter in the fragility function.

To this end, a nonlinear structural model to calculate the induced damage in a reinforced concrete structure has been developed. Several parameters were chosen to represent the characteristics of the earthquake shaking. Five sets, each containing eight strong-motion records, were used, so that each set could represent the various combinations of the tested parameters. A strong correlation between SD(T1), SD(T2) (where T1 and T2 are the periods of the first and second modes) and the maximum inter-story drift ratio (as the damage measure) is observed. The obtained results indicate that the parameters related to structural dynamic
characteristics (e.g. SD) are more suitable for fragility analysis this structural model, which does not include fatigue effects.

Based on the obtained results, fragility surfaces that relate the strong-motion intensity (represented by two parameters) to the possible damage of the structure are developed. The spectral displacements at the two first modes of structure are chosen to represent the strong ground motion. A comparison between different profiles obtained by the obtained fragility surfaces shows the significant role of the second parameter in calculated damage probability. If only one parameter, e.g. SD(T₁) is considered, we can build an average curve that does not incorporate the variability due to the other characteristics of the ground motions. Fragility surfaces provide a robust way to propagate the effects of this variability in seismic risk assessments.

As discussed in the Introduction, the analysis presented here is simplified to enable us to conduct many hundreds of nonlinear time-history analyses in a reasonable time. Because of a lack of field data some of the properties used in our simulations have been estimated. Therefore, results of this study should only be considered qualitatively since the quantitative results are sensitive to the assumed material properties and construction details. In the future, a more detailed damage analysis should be performed in order to properly evaluate the role of all parameters. In this view, the effect of each parameter on several damage indicators (e.g. energy-based indicators and combination measures) can be investigated. The strong-motion parameters must be chosen for each structural type as a manner to incorporate the dynamic response of the structure.
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